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https://web.eecs.umich.edu/~justincj/teaching/eecs498/WI2022/

Project 3 Updates

* |nstructions available on the website
* Here: https://rpm-lab.github.io/CSCI5980-Spr23-

DeepRob/projects/project3/

« New PROPS Detection dataset

* Implement CNN for classification and Faster R-CNN

for detection

» Autograder will be available soon!

* Due Tuesday, March 14th 11:59 PM CT

L\, |



https://rpm-lab.github.io/CSCI5980-Spr23-DeepRob/projects/project3/
https://rpm-lab.github.io/CSCI5980-Spr23-DeepRob/projects/project3/
https://rpm-lab.github.io/CSCI5980-Spr23-DeepRob/projects/project3/
https://rpm-lab.github.io/CSCI5980-Spr23-DeepRob/datasets/props-detection/

Final Project Tasks

|Graded] Final Project Proposal document submission (2%)
(Graded] In-class topic-paper(s) presentation (4%)
In-class final project pitch
In-class final project checkpoint
(Graded] Reproduce published results (12%)
* Algorithmic extension to obtain results with new idea, technique or dataset
(Graded] Video Presentation + Poster (4%)
/. [Graded] Final Report (2%)

L\, 3

a &~ 0 b -~

9




DR

Final Project Tasks

1. [Graded] Final Project Proposal document submission (2%)

Paper selection done!

Final Project Proposal due 03/02

- LaTeX template was shared over canvas announcement
- Email the proposals to me. See detalls in the
announcement

| will give feedback next week that you can use for the
project pitches!
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2.

Final Project Tasks
(Graded] In-class topic-paper(s) presentation (4%)

Student lecture-presentations starting next lecture
If you presenting on a Tuesday
Meet with me during OH the previous Wednesday

If you presenting on a Thursday

Meet with me during OH the previous Friday
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3.

Final Project Tasks

In-class final project pitch

Each team is required to a upload a recorded video
(max 8min length) before 2pm on 03/14.

Others will rate the project pitch

- Compelling Pitch?

- |Is the effort distribution among members clear?
- |Is the effort distribution even?

- Plan A and Plan B clear?



ast time: Transfer Learning

1. Train on ImageNet

FC-1000 Add randomly = [ NewFClayer
e el e e . FC-4096

FC-4096 . ..
— initialized final FC — Continue training
r— layer for new task oo > entire model for
Conv-512 Conv-512 new tas k
Conv-512 Conv-512

MaxPool MaxPool
Conv-512 Conv-512
Conv-512 Conv-512

MaxPool I Initialize from MaxPool
Conv-256 | ma g e N et mo d e | Conv-256
Conv-256 Conv-256

MaxPool MaxPool
Conv-128 Conv-128
Conv-128 Conv-128

MaxPool MaxPool

Conv-64 Conv-64

Conv-64 Conv-64

Image Image
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Last time: Localization Tasks

Object
Detection

Flipz, Keese's

Multiple objects




Last time: R-CNN
R-CNN: Region-Based CNN

Bbox || Class Classify each region
Bbox | | Class

Bbox | | Class ) t Forward each
1 Conv ST Bounding box regression:
Conv Net reslon throus Predict “transform” to correct the Rol: 4
Net ConvNet . bt b 4
Conv numbers (tx, ty, th, tw)
Net ﬁWarped image
é regions (224x224)

~ Regions of
Interest (Rol)
from a proposal
method (~2k)

Girshick et al, “Rich feature hierarchies for accurate object detection and semantic segmentation”, CVPR 2014.
Figure copyright Ross Girshick, 2015; source. Reproduced with permission



https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0

_ast time: R-CNN

Bbox || Class Classify each region
Bbox | | Class

Bbox | | Class ). t Forward each
%+ Conv gion through Bounding box regression:
Conv Net 5 & Predict “transform” to correct the Rol: 4
Net ConvNet b
Conv numbers (tx, ty, th, tw)
Net ﬁWarped image
E regions (224x224)

Problem: Very slow! Need to do 2000
forward passes through CNN per image

Regions of
Interest (Rol)
from a proposal
method (~2k)

Girshick et al, “Rich feature hierarchies for accurate object detection and semantic segmentation”, CVPR 2014.

Figure copyright Ross Girshick, 2015; source. Reproduced with permission 10



https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0

_ast time: R-CNN

Bbox || Class

Class

Bbox

Conv
Net

Conv
Net

Forward each
region through
ConvNet

ﬁ Warped image

—
=4

Girshick et al, “Rich feature hierarchies for accurate object detection and semantic segmentation”, CVPR 2014.
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regions (224x224)

Regions of
Interest (Rol)
from a proposal
method (~2k)

Classify each region

Bounding box regression:

Predict “transform” to correct the Rol: 4
numbers (tx, ty, th, tw)

Problem: Very slow! Need to do 2000
forward passes through CNN per image

Idea: Overlapping proposals cause a lot of
repeated work; same pixels processed
many times. Can we avoid this?

11

Figure copyright Ross Girshick, 2015; source. Reproduced with permission



https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0

Fast R-CNN

“Slow” R-CNN

Process each region

Bbox

independently
Bbox || Class
Bbox | | Class 1

Class .
f Conv

Conv Net

Net
Conv
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Fast R-CNN

“Slow” R-CNN
Process each region

independently
Bbox || Class
Bbox | | Class 1
Bbox | [ Class | &
/ /Image features t Conv Cﬁgtv
“Backbone” L Run whole image Conv et ﬁ
network: through ConvNet
AlexNet, VGG, :

ResNet, etc

ConvNet

13



Fast R-CNN

Regions of
Interest (Rols)

“Slow” R-CNN

Process each region

from a proposal

Bbox

method //g/ /i/lmage features
“Backbone” T Run whole image
network: through ConvNet
AlexNet, VGG, :

ResNet, etc & bk

independently
Bbox || Class
Bbox | | Class 1
Class N
t Conv
Conv Net
Net
Conv !
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Fast R-CNN

Regions of
Interest (Rols)

“Slow” R-CNN

Process each region

from a proposal Crop + Resize features

Bbox

method
mage features

“Backbone” Run whole image
network: through ConvNet
AlexNet, VGG, :

ResNet, etc

independently
Bbox || Class
Bbox | | Class 1
Class N
Conv
Conv Net
Net
Conv

15



Regions of
Interest (Rols)
from a proposal
method

EP CNN

Fast R-CNN

Per-Region Network

“Slow” R-CNN

Process each region

Crop + Resize features

oz

“Backbone”
network:
AlexNet, VGG,
ResNet, etc

/Mlmage features

Bbox

Run whole image

through ConvNet

independently
Bbox || Class
Bbox | | Class 1
Class N
Conv
Conv Net
Net
Conv

16



Regions of
Interest (Rols)
from a proposal
method

Fast R-CNN

Bbox

Bbox

Bbox

Class

Class

Class

tt t

Z
O

& b Crop + Resize features

“Backbone”
network:
AlexNet, VGG,
ResNet, etc

ConvNet

Category and box

transform per region

Per-Region Network

//27 Mlmage features

Run whole image

through ConvNet

“Slow” R-CNN

Process each region

Bbox

independently
Bbox || Class
Bbox | | Class 1
Class o
Conv
Conv Net
Net
Conv

17



Regions of
Interest (Rols)
from a proposal
method

Fast R-CNN

Bbox | | Bbox || Bbox | Category and box

Class | | Class | | class | transform per region

Per-Region Network

“Backbone”
network:

AlexNet, VGG,
ResNet, etc

Run whole image
through ConvNet

A —
g
—
y

Input image

Per-Region network is
relatively lightweight

Most of the computation
happens in backbone
network; this saves work for
overlapping region proposals

18



Regions of
Interest (Rols)

from a proposal
method

Fast R-CNN

Category and box

Bbox

Bbox

Bbox

transform per region

Class

Class

Class

“Backbone”

network:
AlexNet, VGG,

ResNet, etc

L\,

Per-Region Network

(&7 B, M Crop + Resize features

//27/ /Mlmage features

un whole image
hrough ConvNet

ConvNet

nput image

128

13

192

1§ 2

13

192

‘A\i3

192

128

Max

pooling

| e

iz

224

22

fa

Example:

When using
AlexNet for
detection, five
conv layers are

used for
backbone and

two FC layers are

used for per-
region network

19



Regions of
Interest (Rols)
from a proposal

method

“Backbone”

network:

AlexNet, VGG,
ResNet, etc

L\,

Fast R-CNN

Bbox Bbox

Bbox

Class Class

Class

/@’ -

ConvNet

Category and box
transform per region

Per-Region Network

(&7 B & Crop + Resize features

% /Mlmage features

un whole image
hrough ConvNet

nput image

Softmax

| Pool |

@
3x3 conv, 512

X3 conv, 512
@

3x3 conv, 512 ,
3x3 conv, 512

L_&mm&ﬁu_J

3x3 conv, 512, /2

3x3 conv, 128
3x3 conv, 128

[ 3x3 conv, 128 |
3x3 conv, 128

3x3 conv, 128 ,

3x3 conv, 128, /2
®

3x3 conv, 64
3x3 conv, 64

3x3 conv, 64
3x3 conv, 64

3x3 conv, 64
3x3 conv, 64

Pool
| 7x7 conv, 64, /2

Input

Example:

For ResNet, last
stage is used as
per-region
network; the rest
of the network is
used as backbone

20



Fast R-CNN

Bbox | | Bbox || Bbox | Category and box
Class | | Class | | class | transform per region

T &+ 1t

Regions of = = || Per-Region Network

Interest (Rols) 5 5 5

from a proposal & b Crop + Resize features How to crop
method @ ’ n /Mlmage features features?
“Backbone” Run whole image

network: through ConvNet

AlexNet, VGG, —

ResNet, etc b
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Recall: Receptive Fields

L\,

Input Image: 8 x 8

Every position in the
output feature map
depends on a 3x3
receptive field in the input

3x3 Conv
Stride 1, pad 1

Output Image: 8 x 8




Recall: Receptive Fields

HEEEREEER

Input Image: 8 x 8

L\,

Every position in the
output feature map
depends on a 3x3
receptive field in the input

3x3 Conv
Stride 1, pad 1

Output Image: 8 x 8

23
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Recall: Receptive Fields

Every position in the
output feature map
depends on a 5x5
receptive field in the input

3x3 Conv 3x3 Conv
Stride 1, pad 1 Stride 1, pad 1

L\,

Input Image: 8 x 8

Output Image: 8 x 8
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Recall: Receptive Fields

Moving one unit in the
output space also moves
the receptive field by one

3x3 Conv
Stride 1, pad 1

3x3 Conv
Stride 1, pad 1

L\,

Input Image: 8 x 8

Output Image: 8 x 8




Recall: Receptive Fields

Input Image: 8 x 8

(1, 1)

Moving one unit in the
output space also moves
the receptive field by one

(0, 0)

3x3 Conv
Stride 1, pad 1

3x3 Conv
Stride 1, pad 1

There is a correspondence

between the coordinate
system of the input and
the coordinate system of

the output

Output Image: 8 x 8

(1, 1)

26
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Projecting Points

(0, 0)

We can align arbitrary

points between coordinate

system of input and output

3x3 Conv 3x3 Conv

Stride 1, pad 1 Stride 1, pad 1

There is a correspondence

between the

L\,

Input Image: 8 x 8

and
the coordinate system of
the output

Output Image: 8 x 8

(1,1)
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Projecting Points

Same logic holds for more complicated
CNNs, even if spatial resolution of
input and output are different

(0, 0)

We can align arbitrary

points between coordinate

system of input and output

3x3 Conv 2x2 MaxPool

Stride 1, pad 1 Stride 2

There is a correspondence

between the

L\,

Input Image: 8 x 8

and
the coordinate system of
the output

(1, 1)

Output Image: 8 x 8
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Projecting Points

Same logic holds for more complicated
CNNs, even if spatial resolution of
input and output are different

(0, 0)

We can align arbitrary
points between coordinate
system of input and output

3x3 Conv 4x4 MaxPool
Stride 1, pad 1 Stride 4

There is a correspondence
between the

and
the coordinate system of

Input Image: 8 x 8 the output Output Image: 8 x 8

L\, .

(1, 1)




Projecting Points

Input Image: 8 x 8

(1, 1)

(0, 0)

We can align arbitrary
points between coordinate
system of input and output

3x3 Conv 4x4 MaxPool
Stride 1, pad 1 Stride 4

There is a correspondence
between the coordinate
system of the input and
the coordinate system of
the output

Output Image: 8 x 8

We can use this idea to project
bounding boxes between an
input image and a feature map

(1, 1)

30



Cropping Features: Rol Pool

(e.g. 3 x 640 x 480)

L\,

Image features
(e.g. 512 x 20 x 15)

Girshick, “Fast R-CNN”, ICCV 2015.

Want features for the
box of a fixed size

(2x2 in this example,
7x7 or 14x14 in practice)

31



Cropping Features: Rol Pool

Project proposal
onto features

Want features for the
box of a fixed size

(2x2 in this example,
7x7 or 14x14 in practice)

Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15)

\M Girshick, “Fast R-CNN”, ICCV 2015.
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Cropping Features: Rol Pool

“Snap” to
grid cells

Project proposal
onto features

Want features for the
box of a fixed size

(2x2 in this example,
7x7 or 14x14 in practice)

Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15)

M Girshick, “Fast R-CNN”, ICCV 2015. 33




Cropping Features: Rol Pool

Divide into 2x2
“Snap” to grid of (roughly)
grid cells equal subregions

Project proposal
onto features

Want features for the
box of a fixed size

(2x2 in this example,
7x7 or 14x14 in practice)

Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15)

M Girshick, “Fast R-CNN”, ICCV 2015.
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Cropping Features: Rol Pool

Divide into 2x2
“Snap” to grid of (roughly)
grid cells equal subregions

Project proposal
onto features

Max-pool within
each subregion

Region features
(here 512 x 2 x 2;
In practice 512x7x7)

Image features

(e.g. 3 x 640 x 480) (e.g. 512 x 20 X 15) Region features always the

same size even if input
regions have different sizes!

M Girshick, “Fast R-CNN”, ICCV 2015. 35




Cropping Features: Rol Pool

Divide into 2x2
“Snap” to grid of (roughly)
orid cells equal subregions

Project proposal
onto features

Max-pool within
each subregion

Region features
(here 512 x 2 x 2;
In practice 512x7x7)

Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15) Region features always the

Problem: Slight misalighment due to >dMme size cVen it i”pl_lt
M snapping; different-sized subregions is weird  F€810NS have different sizes!

Girshick, “Fast R-CNN”, ICCV 2015. 36




Cropping Features: Rol Align

Divide into equal-sized subregions
(may not be aligned to grid!)

(e.g. 3 x 640 x 480)

L\,

onto features

Project proposal

No “snapping”!

Image features
(e.g. 512 x 20 x 15)

Girshick, “Fast R-CNN”, ICCV 2015.

Want features for the
box of a fixed size

(2x2 in this example,
7x7 or 14x14 in practice)

37



Cropping Features: Rol Align

Divide into equal-sized subregions
(may not be aligned to grid!)

No “snapping”!  Sample features at
regularly-spaced points
in each subregion using
bilinear interpolation

Project proposal
onto features

Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15)

M He et al, “Mask R-CNN”, ICCV 2017

38



Cropping Features: Rol Align

Divide into equal-sized subregions
(may not be aligned to grid!)

No “snapping”!  Sample features at
regularly-spaced points
in each subregion using
bilinear interpolation

Project proposal
onto features

_ Te,s 7,5
@ @
£6.5,5.8
@ @

—— f f
\\ 616 7;6
fi jmax(0,1 — [x — x;]) maX(O,l — |y—yj|) ~
Feature f,, for point (x, y) is a

linear combination of features
at its four neighboring grid cells:

ij=1

He et al, “Mask R-CNN”, ICCV 2017 39



Cropping Features: Rol Align

Divide into equal-sized subregions
(may not be aligned to grid!)

Project proposal

No “snapping”!  Sample features at

regularly-spaced points

onto features

l,j

fo558=(f5*0.5%0.2) +(f;5*0.5%0.2)

LN,

+(fos* 0.5 % 0.8) + (f;5* 0.5 * 0.8)

He et al, “Mask R-CNN”, ICCV 2017

in each subregion using
: bilinear interpolation
R -7 f6,5 f7,5
".-'2.7:'1.7.'.-.‘3‘4 - ‘ ‘
. | CNN <
K8
R £6.5,5.8
\ <
NV ~o_ Tee f; 6
fi,jmax(0,1 — [x — x;|) max(0,1 — [y — y;[) N ’

Feature f,, for point (x, y) is a
linear combination of features
at its four neighboring grid cells:

40
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Cropping Features: Rol Align

Project proposal

No “snapping”!  Sample features at

onto features

L]

f6.5,5.8 = (f6,5 * 0.5 * 0.2) + (f7’5 * 0.5 * 0.2)

VAN

+(fo6* 0.5 * 0.8) + (f, . * 0.5 * 0.8)

He et al, “Mask R-CNN”, ICCV 2017

regularly-spaced points

in each subregion using
‘ bilinear interpolation
PR~ -7 fe s f; s
: C N N P o ‘ ‘
¢ 0.8
SN TRAERTE - f LR 20 1/..5. ‘ N ‘ '
< RN Y f7,6
fi,jmax(0, 1 — [x — x;|) max(0,1 — |y — y;) S\ '

Feature f,, for point (x, y) is a
linear combination of features
at its four neighboring grid cells:

41



Cropping Features: Rol Align

No “snapping”!  Sample features at
regularly-spaced points
in each subregion using

bilinear interpolation
7

Project proposal
onto features

i i - fe s f; s
PE | |
0.8

- "_" & \ 5N .f. : \ o AN 3 o
V% ¥ LA it 1 y
Naar S ! 4 A YA
N 3 L 24 )
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: Iy . ey |
’ . \ 7
{ A e A ¢y
o' ,\ .\\ % 7\ a5 AN
‘\ ~ - N

. g | & \ . ’ L - o

v ‘ \J y : - ’ . :

,’l\ A b v AR r_\. "\“ l"_r A ; e Fy A ; :
\ - \ y A 5 ' ) 5 2" ) )

4 \\ O : U \al b 5

Ny SRS e | AR RUAT 4 & 'l

* ‘ ‘ \ J “h . "'

o4 ) ‘N o \) T T™TY M. R E N 4 8N \

=249 -\ ) ’ XN DIV : 3 . ) ’ \

A, il IAUMIVAR ez o3y v 2 R ’ .
- \ Y “" - 5 . » ’
I AN U N VTN R e ~

~N
~N

fxy — fl,] maX(O, 1 — ‘X — XlD maX(O, 1 — ‘y — Vi ) N 6;6 7,6

i.j Feature f,, for point (x, y) is a
_ % % % % Xy !
1:6.5,5-8 ~ (f6,5 0.5 0'2) + (f7,5 0.5 0'2) linear combination of features

+ (fg6* 0.5 % 0.8) + (f; ¢* 0.5 * 0.8) at its four neighboring grid cells:

)
m He et al, “Mask R-CNN”, ICCV 2017
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Cropping Features: Rol Align

No “snapping”!  Sample features at

Project proposal '
JECt prop regularly-spaced points

onto features

in each subregion using
| bilinear interpolation
) f6,5 f7,5
';-'3:::.;.!.; ‘ ‘
: .. CNN
EN 5 16.5,5.8
o 0.2 2>
VAN AR L A R 1/‘ ‘ ~ f ‘ ‘f
foy= > fijmax(0,1— [x —x;) max(0,1 — |y — y;|) RN 7.6

L,J
f6.5,5.8 — (f6,5 * 0.5 * 0.2) + (f7’5 * 0.5 * 0.2)
+(fgo* 0.5 * 0.8) + (f; ¢ * 0.5 * 0.8)

Y/
M He et al, “Mask R-CNN”, ICCV 2017

Feature f,, for point (x, y) is a
linear combination of features
at its four neighboring grid cells:
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Cropping Features: Rol Align

No “snapping”!  Sample features at
regularly-spaced points
in each subregion using
bilinear interpolation

Project proposal
onto features

Il . f6’50 0f7'5
. | CNN
RN TR 1 < @®o0.2
AN fe 6
fry = fl] max (0,1 — [x — x;|) max(0,1 — [y — y;]) L

L]
fess55=(fg5™0.5%0.2) +(f;5*0.5%0.2)
+ (fg6* 0.5 *0.8) + (f; 6 * 0.5 * 0.8)
M He et al, “Mask R-CNN”, ICCV 2017

Feature f,, for point (x, y) is a
linear combination of features
at its four neighboring grid cells:
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Cropping Features: Rol Align

Project proposal
onto features

No “snapping”!

(e.g. 3 x 640 x 480)

L\,

Image features
(e.g. 512 x 20 x 15)

He et al, “Mask R-CNN”, ICCV 2017

Sample features at
regularly-spaced points
in each subregion using
bilinear interpolation

After sampling, max-
pool in each subregion

Region features
(here 512 x 2 x 2;

In practice e.g 512 x 7 x 7)

45



Fast R-CNN vs “Slow” R-CNN

Fast R-CNN: Apply differentiable
cropping to shared image features

Category and box
transform per region

Bbox Bbox Bbox

Class Class Class

| T T 1
Regions of z z z || Per-Region Network
Interest (Rols) S S ®
froma proposal A, & b Crop + Resize features
method //27/ % /5/ mage features
“Backbone” ) Run whole image
network: through ConvNet
AlexNet, VGG, c e :
ResNet, etc RIS

“Slow” R-CNN: Apply differentiable
cropping to shared image features

Bbox || Class

Bbox Class
Bbox | | Class .
1 ]
Conv
Conv Net
Net !

L]

Forward each
region through
ConvNet

E Warped image

regions (224x224)

Conv
Net

—
,ﬁﬁi’ Regions of
e Interest (Rol)

from a proposal
method (~2k)

46



R-CNN

SPP-Net

Fast R-CNN

0 25 50 75 100

Fast R-CNN vs “Slow” R-CNN

. Test time (seconds)
Tl'al n l ng t' me (HOU rS) B ncluding Region propos... [l Excluding Region Propo...

R-CNN

SPP-Net

8.75
Fast R-CNN

M Girshick et al, “Rich feature hierarchies for accurate object detection and semantic segmentation”, CVPR 2014.

He et al, “Spatial pyramid pooling in deep convolutional networks for visual recognition”, ECCV 2014
Girshick, “Fast R-CNN”, ICCV 2015
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Fast R-CNN vs “Slow” R-CNN

Test time (seconds)

Tl'ai n i ng ti me (HOU rS) B |ncluding Region propos... [l Excluding Region Propo..

R-CNN R-CNN

SPP-Net

i 8.75 i
Fast R-CNN Problem: Runtime

2.3
Fast R-CNN 4

0 25 50 75 100 0.32 dominated by region

0 " proposals

Girshick et al, “Rich feature hierarchies for accurate object detection and semantic segmentation”, CVPR 2014.
He et al, “Spatial pyramid pooling in deep convolutional networks for visual recognition”, ECCV 2014
Girshick, “Fast R-CNN”, ICCV 2015

60
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Fast R-CNN vs “Slow” R-CNN

. Test time (seconds)
Tl'al ni ng tl me (HOU I'S) B ncluding Region propos... [l Excluding Region Propo...

R-CNN R-CNN

SPP-Net

Fast R-CNN [ 8.75 _
Problem: Runtime
Fast R-CNN W 4° =

0 25 50 75 100 0.32 dominated by region
5 " proposals 5

Recall: Region proposals computed by
heuristic “Selective search” algorithm on
CPU — let’s learn them with a CNN

Girshick et al, “Rich feature hierarchies for accurate object detection and semantic segmentation”, CVPR 2014.
He et al, “Spatial pyramid pooling in deep convolutional networks for visual recognition”, ECCV 2014 49
Girshick, “Fast R-CNN”, ICCV 2015




DR
Faster R-CNN: Learnable Region Proposals

Insert Region Proposal
Network (RPN) to predict

proposals from features Ro| pooling
\/ /

Otherwise same as Fast R-CNN: Region Proposal Network

Crop features for each proposal, ature man '

classify each one

CNN

V4

4
X 77
M Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
Figure copyright 2015, Ross Girshick; reproduced with permission 50




Region Proposal Network (RPN)

Run backbone CNN to get
features aligned to input image

4 ) ) i
Ly 7 3 \\\\ 0.
T ) P S :
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< ¥ ! " \ LN “\,‘ _" A\ '.. \ ) 3 ! o'y ‘

Iput Image Image featufes
(e.g. 3 x 640 x 480) (e.g. 512 x 5 x 6)

AR

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 51



Run backbone CNN to get

features aligned to input image

Input lmage
(e.g. 3 x 640 x 480)

M Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015

Region Proposal Network (RPN)

Each feature corresponds
to a point in the input
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Image featufes
(e.g. 512 x 5 x 6)




Region Proposal Network (RPN)

Imagine an anchor box

of fixed size at each

Run backbone CNN to get Each feature corresponds ooint in the feature map

features aligned to input image to a point in the input

Input Image Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 5 x 6)

AR
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Region Proposal Network (RPN)

Imagine an anchor box

of fixed size at each

Run backbone CNN to get Each feature corresponds ooint in the feature map

features aligned to input image to a point in the input

Input Image Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 5 x 6)

AR
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Region Proposal Network (RPN)

Imagine an anchor box

of fixed size at each

Run backbone CNN to get Each feature corresponds voint in the feature map
features aligned to input image to a point in the input
O O O O
\
TR i “\
\E.*' 4 *.:‘
nput Image Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 5 x 6)

AR
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Region Proposal Network (RPN)

Imagine an anchor box
of fixed size at each

Run backbone CNN to get Each feature corresponds ooint in the feature map
features aligned to input image to a point in the input
\
CNN
73 a ”"‘ “‘\ ,: ¢ ":(\\'\".:.’Z;, .';: . If‘,;' ..”;' |
ik ANNRCRREININT LN § v L

Classify each anchor as

nput Image Image features

(e.g. 3 x 640 x 480) (e.g. 512 x 5 x 6) positive (object) or
negative (no object)

M Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 56



Region Proposal Network (RPN)

Imagine an anchor box
of fixed size at each

Run backbone CNN to get Each feature corresponds ooint in the feature map
features aligned to input image to a point in the input
\
CNN
73 a ”"‘ “‘\ ,: ¢ ":(\\'\".:.’Z;, .';: . If‘,;' ..”;' |
ik ANNRCRREININT LN § v L

Classify each anchor as

nput Image Image features

(e.g. 3 x 640 x 480) (e.g. 512 x 5 x 6) positive (object) or
negative (no object)
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Region Proposal Network (RPN)

Imagine an anchor box
of fixed size at each

Run backbone CNN to get Each feature corresponds ooint in the feature map

features aligned to input image to a point in the input

e VR 3 "".““ SEep
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— ‘ T Classify each anchor as
nput Image Image features

(e.g. 3 x 640 x 480) (e.g. 512 x 5 x 6) positive (object) or
negative (no object)
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Region Proposal Network (RPN)

Predict object vs not object
scores for all anchors with

Run backbone CNN to get Each feature corresponds .
| | . a | a conv layer (512 input
features aligned to input image to a point in the input filters, 2 output filters)
Anchor is
B object?
—
2X5x6
Conv
/
\x’ﬁi%
AR -
LA i Classify each anchor as

nput Image Image features

(e.g. 3 x 640 x 480) (e.g. 512 x 5 x 6) positive (object) or

negative (no object)

M Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 59



Region Proposal Network (RPN)

For positive anchors, also
predict a transform that

Run backbone CNN to get Each feature corresponds .
. . . o . converting the anchor to
features aligned to input image to a point in the input ,
the (like R-CNN)
O Anchor is
T o .&{ . B object?
o NG R T 2x5x6
s bean ) JR3 Conv
CNN .
-
/

Classify each anchor as

Image features 7 |
(e.g. 3 x 640 x 480) (e.g. 512 x 5 x 6) positive (object) or

nput Image

negative (no object)

M Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 60



Region Proposal Network (RPN)

For positive anchors, also
predict a transform that

Run backbone CNN to get Each feature corresponds .
. . . o . converting the anchor to
features aligned to input image to a point in the input ,
the (like R-CNN)
Anchor i
——_— nc. or is
object?
e —_
2X5x6
Conv
Anchor
e —_
— transforms
\x’ﬁﬁ%’ 4x5x6
\Q&dh\l&ﬁk\’d | .
Classify each anchor as

nput Image Image features

(e.g. 3 x 640 x 480) (e.g. 512 x 5 x 6) positive (object) or

negative (no object)

M Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 61



Region Proposal Network (RPN)

In practice: Rather than using
one anchor per point, instead

Run backbone CNN to get Each feature corresponds consider K different anchors
features aligned to input image to a point in the input with different size and scale
(here K = 6)
S e @ , Anchor is
| object?
——
2Kx5x6
=5 | o Conv
ity S Anchor
it A ,QU\ " —l
AN N T — transforms
i \E;k;}’fu\‘i " : " ‘ \ “-' \. ¢ 4K X 5 X 6
Xl _{)"\;; ?‘\‘;*_ N : | v |
4}" ) . AN R RERE S B N N
5S¢ sge Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 5 x 6)
M Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 62




Run backbone CNN to get
features aligned to input image

5¢ sge
(e.g. 3 x 640 x 480)

Each feature corresponds
to a point in the input
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Image featufes
(e.g. 512 x 5 x 6)

Region Proposal Network (RPN)

In practice: Rather than using
one anchor per point, instead
consider K different anchors

with different size and scale
(here K = 6)

Anchor i
—_— | IS
object?
——
2Kx5x6
Conv
Anchor
e —
— transforms
AKX 5x 6

During training, supervised
positive / negative anchors and
box transforms like R-CNN

M Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 63



Region Proposal Network (RPN)

Each feature corresponds
to a point in the input

Run backbone CNN to get
features aligned to input image

Image featufes
(e.g. 512 x 5 x 6)

(e.g. 3 x 640 x 480)

In practice: Rather than using
one anchor per point, instead
consider K different anchors

with different size and scale
(here K = 6)

Anchor i
—_— | IS
object?
——
2Kx5x6
Conv
Anchor
e —
— transforms
AKX 5x 6

Positive anchors: >= 0.7 loU with
some GT box (plus highest loU to

each GT)

L\,
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Region Proposal Network (RPN)

In practice: Rather than using
one anchor per point, instead

Run backbone CNN to get Each feature corresponds consider K different anchors

features aligned to input image to a point in the input with different size and scale
(here K = 6)

Anchor is
object?
——
2Kx5x6

\

Conv

Anchor
e —

— transforms
AKX 5x 6

‘.‘\\ §/ ‘&\

Image features Negative anchors: < 0.3 loU with

(e.g8. 3 x 640 x 480) (e.8.512 x5 x 6) all GT boxes. Don’t supervised
transforms for negative boxes.

M Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 65




Region Proposal Network (RPN)

In practice: Rather than using
one anchor per point, instead

Run backbone CNN to get Each feature corresponds consider K different anchors
features aligned to input image to a point in the input with different size and scale
(here K = 6)
S e o Anchor is
50 \ .
object?
——
2KX5x6
=5 | o | ¢ | - Conv
e A Anchor
N e g — transforms
& i :‘ AKx5x6
oC age Image features Neutral anchors: between 0.3
(e.g. 3 x 640 x 480) (e.g. 512 x 5 x 6) and 0.7 loU with all GT boxes:
ignored during training
=V ol M Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 66




Run backbone CNN to get
features aligned to input image

5¢ sge
(e.g. 3 x 640 x 480)

Each feature corresponds
to a point in the input
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Image featufes
(e.g. 512 x 5 x 6)

Region Proposal Network (RPN)

In practice: Rather than using
one anchor per point, instead
consider K different anchors

with different size and scale
(here K = 6)

Anchor i
—_— | IS
object?
——
2Kx5x6
Conv
Anchor
e —
— transforms
AKX 5x 6

At test-time, sort all K*5*6 boxes
by their positive score, take top
300 as our region proposals

M Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 67



DR
Faster R-CNN: Learnable Region Proposals

Jointly train four losses:
1. RPN classification: anchor box is object / not
an object

2. RPN regression: predict transform from
anchor box to proposal box proposﬁ/

Region Proposal Network

3. Object classification: classify proposals as H
background / object class eature map

4. Object regression: predict transform from /
proposal box to object box e

M Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
Figure copyright 2015, Ross Girshick; reproduced with permission



DR
Faster R-CNN: Learnable Region Proposals

R-CNN Test-Time Speed (s)

R-CNN

SPP-Net

Fast R-CNN 2.3

Faster R-CNN| 0.2

0 15 30 45

L\, .




Extend Faster R-CNN
to Image Segmentation: Mask R-CNN

Instance
Segmentation

Keese's

e ————————————————————

» objects

70



Extend Faster R-CNN
to Instance Segmentation: Mask R-CNN

Instance Segmentation
Detect all objects in the image and
identify the pixels that belong to

each object (Only things!)

Approach
Perform object detection then
predict a segmentation mask for

each object detected!

L\,

/1



DR
Extend Faster R-CNN into Mask R-CNN

Faster R-CNN
1. Feature Extraction at the image-level

2. Regions of Interest proposal from '
feature map Rol pooling
3. In Parallel proposzV /
1. Object classification: classify esion Prosoea Netor
proposals - '

2. Object regression: predict transforn
from proposal box to object box

4 /
T 77
M‘ Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015

Figure copyright 2015, Ross Girshick.
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DR

Extend Faster R-CNN into Mask R-CNN

Mask R-CNN
1. Feature Extraction at the image-level

2. Regions of Interest proposal from
feature map

3. In Parallel
a. Object Classification: classify
proposals
b. Object Regression: predict transform
from proposal box to object box
c. Mask Prediction: predict a binary
mask for every region

M He et al., “Mask R-CNN”, ICCV 2017

Mask Prediction

proposeV /

Region Proposal Ne

V4

twork

L : —

v

ol pooling

/3




Mask R-CNN

Classification Scores: C
— Box coordinates (per class):
4*C
g /
/|
1 dBP% dBp%
> //// // /// > /// >
//// » //; //;
:;/ Rol Align| ([ Conv| |1} Conv
256 x14x14 256x14x14

Predict a mask for

each of C classes:
Cx28 x28

He et al., “Mask R-CNN”, ICCV 2017 24



Mask R-CNN: Very Good Results!

car.97

pérson.99
persont00

? skateboard 9

handbag.81

\ skateboard.83

a0
zep

zebra.88
Zebral.00 %

ZebT3-O et

14

car.95
car.81
car-88-8°

@94
SR Eimotns . . .
" — calOR 9897 80 ol

#2124 car1.00 par‘ing meter

umbrella.97

Tar .
;:ve,’n'slol\Lfgl;NEJ‘a'97 e . . umbrella.96umbrella.99
Pm“‘”‘”%erson.gs gmoretal. !brellamoo person1.00 mbroltes
- 1£lmarson$g1. ok persom,oohandbad?sssom,oo‘

person1.00: @
-b?CkpaCK‘gs backpack.96 packgagk of

”

bicyclel93

person1.00

person.82  person1.00

frisbee1.00

pefson.80

person1.00.
person1.00

baseball bat.99

baseball bat.85
baseball bat.98dog1.00,

el

—
e

efSO”-gfbersonJZ —
perseni97 g@ﬁ eg% ?@'
Bifson.%mw% Y o%g 7 -
L& ¥ S ReISan®
" 6PEISQLPHarddn.86
chalr.96
dimn§ ta;[le.z.s
haisBo

.88 »
i P pecson 94 persebséﬁ
! / .
gy | fson-9f
hait.98 dinidBainigandn.o3
« i difing table.
' - C"iga“ﬁss 'm acuep.
dinifid table.78 ik " .q e,

P
S . peresﬁgaperSFWson,gs

[ person1.00
chairlos _wine Glegp.80 )
up 9871

diningA8#ifets
hair.g7 chair.97 : s S a7 L
wine glass.9T
cup.96 wine glass.93

chair.94

WilGeXAs8s 34
wine glass.83

person.88

w.os  tv.oum

person1.00
person1.00

4 "-person.99
[oers0 gz N 8
persan, '
) e

P tie' 8 \ handbda'g.ss

handbag.99

J il

donut.86

P donut,8glonut.89
- )" onu‘,h‘

Y .
y donut.9onut-99

aen @ng donut.96

nut.98

donlt.89 ~i donutdlomut.81
donut.985nut.08/

donuti@8 < paut.08

=
~

donut.96),
dontit-¢ ™ donut.98.—dondt1.0Q

donut. Q54— donut.99 ’
donut.96 s

Y &

He et al., “Mask R-CNN”, ICCV 2017

bottle.97

bird.93
Al
wihe glass.99 {

dining table.95 wine glass.00 kil

A
wine glass1.00

V{!I;m

rse.77
.

e Y
+ | surfidboard1.00s Y
1.00" L8 ‘sgurfboard‘%
person1.00

persont:00 q‘ person1.00.
» i Y

| ol .
ml D ‘twf\}‘rw
|

R - person1.00.
i?'w'%%rsan.m -y

L e

kite:93
pRFEeNSperson.71 by
72 L pers

persd{?f.m?é&?wg 6158
¥y

handbag.80

cell glR6ke/ 37

£

persafi.o8
= person1.00
X

horse.97 persor.96
Persone9&n[97 Derson} 3

{23 hotse 98k

skateboard.99

person.91

Per3epdsees 99 - person1.00 99
person.Qg pem’,‘,g,%%;a@

skateboard.98
;
person1.00:

couchg#?s0n.99
pérson.20l

person.77
person.87 chaji9a gq
chairiBHe 9y
erson.97 % ~ichair.81
person.g@fsong’l chahelBA (57

chaBwESSRd) 80
person|96 persBaeisth.04 persorhes. 71

chair.73

sports ball.99

tennis racket1100

car,95truc 8@\ car:98 \
Blis1.00 car,93 \ .
9

car!97
&
\

N
car.gar.98:99 ca&BZ

N
perso\niQQ
car.9Gag, 91car.94

car.98

car.78

suitcase.96

suitcasstgsggse‘l 00

suitcase.99

75



DR

Mask R-CNN for Human Pose Estimation

Mask R-CNN
1. Feature Extraction at the image-level

2. Regions of Interest proposal from
feature map

3. In Parallel

a. Object Classification: classify
proposals

b. Object Regression: predict transform
from proposal box to object box

c. Mask Prediction: predict a binary
mask for every region

d. Keypoint Prediction: predict binary
mask for human key points

M He et al., “Mask R-CNN”, ICCV 2017

q Keypoint
Rol pooling Prediction

proposzV /

Region Proposal Network

/76



DR

Mask R-CNN for Human Pose Estimation

Classification Scores: C

M He et al., “Mask R-CNN”, ICCV 2017

> Box coordinates (per class): 4 * C

Segmentation mask: C x 28 x 28

One mask for each of
the K different keypoints

Left ankle

Right an

kle

g /

//j/ %

// | //
> //// // ///
CNN T (R

V9% i %

+RPN // Rol Align ,

256 x 14 x 14

Conv...

Keypoint masks:
Kx56x56

Ground-truth has one “pixe

I”

turned on

per keypoint. Train with softmax loss

77



Mask R-CNN for Human Pose Estimation

He et al., “Mask R-CNN”, ICCV 2017 78



DR
Two Stage vs One Stage Detectors

Faster R-CNN is a two-stage object detector

First stage: Run once per image

-Rol pocling
 Backbone Network
* Region Proposal Network propom/ /
. Region Proposal Network
Second stage: Run once per region ponTrope T '
* Crop features: Rol pool / align feature map 4
* Predict Object Class
* Prediction bbox offset
4 /
T 77
M Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 29

Figure copyright 2015, Ross Girshick.



Next Time:

RGB-D Perception and Network Architectures
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DR I
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DeepRob 1

Lecture 13
Object Detectors and Segmentation
University of Michigan and University of Minnesota ==

"

0 Il

Slides adapted from Justin Johnson’s Deep Learning for Computer Vision course 81
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https://web.eecs.umich.edu/~justincj/teaching/eecs498/WI2022/

