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Picture source: Transformers One (2024) movie




Classification — So Far

* CNNs

* RCNNs

* Faster RCNN

* MaskRCNN

In this lecture:

* Transformers in NLP

* Transformers in Vision
* Survey
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What are Transformers?

| am a student

ENCODERS —» DECODERS

INPUT Je  suis etudiant

lllustrated Transformers (Jay Alammar, 2018)



https://jalammar.github.io/illustrated-transformer/
https://jalammar.github.io/illustrated-transformer/
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What are Transformers?

;m | am a student ‘

i
s

ENCODER A DECODER

ENCODER DECODER

ENCODER DECODER

ENCODER DECODER

ENCODER DECODER

ENCODER DECODER

INPUT | Je  suis etudiant

lllustrated Transformers (Jay Alammar, 2018)



https://jalammar.github.io/illustrated-transformer/
https://jalammar.github.io/illustrated-transformer/
https://jalammar.github.io/illustrated-transformer/
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What led to Transformers?

e LISTM LSTM GRU
cell Sia rese dale

— Attention mechanism
— Sequential Processing
- But hard to parallelize

update gate

6 i+

sigmoid tanh pointwise pointwise vector
multiplication addition concatenation

lllustrated Guide to LSTMs and GRUs: A step by step explanation



https://towardsdatascience.com/illustrated-guide-to-lstms-and-gru-s-a-step-by-step-explanation-44e9eb85bf21

DR

What led to Transformers:

* Seq2Seq encoder decoder machine translation
e RNNSearch introduces attention into the encoder-decoder structure

ravi de vous rencontrer <END>
1 1 1 1 1 I T ! T
| | | | | — e e
h,
= - — = > L
l
A f A a A A O FaN f
-

nice to meet you <START> ravi de vous rencontrer

Encoder-Decoder Seq2Seq Models Clearly Explained!!



https://medium.com/analytics-vidhya/encoder-decoder-seq2seq-models-clearly-explained-c34186fbf49b

DR

What led to Transformers:

e “Attention is All You Need” (2017)

— Attention without recurrence is sufficient for machine translation, a
controversial hypothesis at the time.

- Apply self-attention to feed-forward networks
— Parallelizable
- Encoder-Decoder structure is adaptable




R

What led to Transformers:

DECODER

Feed Forward
ENCODER

Feed Forward
Self-Attention

lllustrated Transformers (Jay Alammar, 2018)

Encoder-Decoder Attention
Self-Attention



https://jalammar.github.io/illustrated-transformer/
https://jalammar.github.io/illustrated-transformer/
https://jalammar.github.io/illustrated-transformer/
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Inputs to Encoder

Queries: What we are looking for
Key: What we “offer”

Values: Value of the word

Obtained from learnable Weight
Matrices.

L\

Input

Embedding

Queries

Keys

Values

lllustrated Transformers (Jay Alammar, 2018)

WaQ


https://jalammar.github.io/illustrated-transformer/
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Scaled Dot Product Attention

Input
* For the word thinking: bedding
* Compute query x key oueries N o
* Divide by /4, ey
* Take softmax _—

softmax( )

lllustrated Transformers (Jay Alammar, 2018)

M lllustrated Transformers (Jay Alammar, 2018)



https://jalammar.github.io/illustrated-transformer/
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Multi-Head Attention

1) This is our 2) We embed
iInput sentence* each word*

Scaled Dot-Product Attention

V

lllustrated Transformers (Jay Alammar, 2018)



https://jalammar.github.io/illustrated-transformer/
https://jalammar.github.io/illustrated-transformer/
https://jalammar.github.io/illustrated-transformer/
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Questions So Far?




Putting it together

Concat

Scaled Dot-Product '

Attention /

i i
-~ - -
Linear Lmear l Linear l

\J \F

n

-
ENCODER #1

D
Q0

'------

POSITIONAL
ENCODING

V K Q X1 X2
Thinking Machines

lllustrated Transformers (Jay Alammar, 2018)



https://jalammar.github.io/illustrated-transformer/
https://jalammar.github.io/illustrated-transformer/
https://jalammar.github.io/illustrated-transformer/

Putting it together

-
e
Softmax

N !
5l — | T > DECODER #2
)
®
J
5 P Add & Normalize
: v -
Self-Attention o | o
B Feed Forward
Sisssasisssassssssy :
Ty
Add & Normalize -
) )i .,
% 1 !
o : Feed Forward Feed Forward
Al [ " Trem——— AN oy
®
-
&
Self-Attention

e ),
=T i

ENCODING

i [T ]} x| | | | |

Thinking Machines

lllustrated Transformers (Jay Alammar, 2018)
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Some finer details

* Why Residual layers? * Why Masking?
* Transformers are deep * Prevent peeking future tokens
* Allow for smooth gradients * Improved learning + parallelization

* Retains positional information

* Why Add and Normalize?

Why Positional Encoding: e Standardize for consistent mean
* MHA Is permutation invariant and variance

* Position is important in certain
tasks (e.g. language)

L\



DR

Questions So Far?




Further advancing Transformers

Research Directions in Transformers

Position-wise FFN
+ Activation functions Architecture-level
+ Englarge capacity + Light-weight variants
+ Dropping FFN Module + Cross-block connectivity
| - 5| ¥ Adaplive computation time
Add & Norm . f \ <" | * Recurrence and Hierarchy
| ' + Alternative architectures
+ Placement ' A
+ Subslitutes B ~—% Add & Norm ‘
+ Normalization-free ¥, ' x ¥ Arch-level
\\ s‘ “l -~ 3 ‘\I ‘,‘
i ' +| . Postition-wise FFN Pretrained Models
Multi-Head Attntion R N - o + Encoder
o - + Decoder
+ spafse artn. Modu'e. e’ \" T ....... »”
+ Linearized attn. S asaad " lovel !f___““ | PTMs - + Encoder-decoder
+ Query prototyping » v~ Add&Nom
+ Memory compression - [ A
+ Low-rank self-attn, J / RS
: fm}m ?1?:1:1 head attn : \‘( Multi-+ead -
' \ L Altention s Applications
':’ \ t A 1 + Text
Positional Encoding 1L | ¥ |+ Vision
N “val + Audio
+ Absolute Positon '.‘\ / + Multi-modal
+ Relatve Position . + Other
+ Other representations v
+ Implicit represemtations { Postional Enc i 6 9
et
Token Embedding Github/UnkedinvMedium: soran-ghaderi
Twitter: @soranghadri

]

Inputs
The Map of Transformers



https://towardsdatascience.com/the-map-of-transformers-e14952226398

DR

BERT (2018)

* Use of Encoder-only structure



https://towardsdatascience.com/bert-explained-state-of-the-art-language-model-for-nlp-f8b21a9b6270

Applying to Images

* Transformers use attention to measure the relationship b/w two
vector embeddings.
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Vision Transformer (ViT) Explained



https://www.pinecone.io/learn/series/image-search/vision-transformers/
https://www.pinecone.io/learn/series/image-search/vision-transformers/
https://www.pinecone.io/learn/series/image-search/vision-transformers/

Applying to Images

* As we have seen, in NLP those pairs are tokens.
* |In Vision the smallest unit for analysis would be a pixel.
* Self-attention is a quadratic operation.

* Pixel-wise self-attention is computationally expensive.




Applying to Images

* Instead of pixel, split the image into patches
* Create vector embeddings of image patches

Sentence to word tokens:

"W, I am a short sentence

! l'l T 'am' P '$|f\0f't' 'Sey\'tQV\Qe'

AR
‘ 2 ~~

Vision Transformer (ViT) Explained



https://www.pinecone.io/learn/series/image-search/vision-transformers/
https://www.pinecone.io/learn/series/image-search/vision-transformers/
https://www.pinecone.io/learn/series/image-search/vision-transformers/

®An Image is worth 16 x 16 words: Transtformers for
Image Recognition at Scale (2021)

Transformer Encoder

A
L x <:> |
ML.P

i

Norm

Vision Transformer (ViT)

Class

Bird MIL.P
Ball |<— Head

Car

Transformer Encoder

i
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y | .
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* Extra learnable 4 ? 4

Extra lear
[class] embedding Llnear PrOJectlon ot thtened Patches
Norm

|

|
Embedded
' Patches

|
WHE

| |
WS a4 l m %

ViT model from “An Image is worth 16 x 16 words: Transformers for Image Recognition at Scale”



https://arxiv.org/pdf/2010.11929
https://arxiv.org/pdf/2010.11929

Transformer for Computer Vision

< 1% 1o Bl mage Classification

B Object Detection

L Image Segmentation
_|Image Compression
___IImage Super Resolution
B I mage Denoising

Bl Anomaly Detection

Vi1Ts for Image Classification

ViTs for Object Detection

ViTs for Image Segmentation

Ll

50%

[Applications of ViT 1n (.‘\-’] 1 { ViTs for Image Compression

-——{ ViTs for Image Super Resolution

-——[ ViTs for Image Denoising

—-[ ViTs for Anomaly Detection

A Comprehensive Survey of Transformers for Computer Vision Applications (2022)



https://arxiv.org/pdf/2211.06004

ViT vs CNNs — Image C\assificgtion

* CNNs are compute efficient
* ViTs are more robust | -

Tons of variants — literature scales
more than one can read. e/

L\

Are you training on a very
large dataset (10M+
images?)

\ W,

Ye / \No
P

Field is rapidly growing!

important to you? E.qg., fo
a real-time or embedded
application.

VIT

L Is model efficiency
i

N\

r

A

Y%/ \No

Is there a model
checkpoint you can
initialize from which is
pretrained on 10M+

images?

/

medical images)

* Hybrid ViT-CNN architectures. L

Start with ViT; try CNN

v

"
At deployment time, is datﬂ

w

CNN

drift likely?

VIiT

w

Are you in a hurry and
want to
get to a solution as quickly
as possible?

\ v

a

CNN vs Vision Transformers: A Practitioner’s Guide to Selecting the Right Model

CNN

Start with ViT; try CNN
if there is time



https://tobiasvanderwerff.github.io/2024/05/15/cnn-vs-vit.html

Thank you!!
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Next Lecture:
Pre-training Representations
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Picture source: Transformers One (2024) movie




