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Robotic Grasping

• What is robotic grasping?

Robotic Grasping refers to the process for the robot to 
make a contact with the target object with its end-effector, 

and maintain a firm grasp.  



Robotic Grasping – End-effector/Gripper

Parallel Gripper Jaw Gripper Dexterous Hand 
Gripper

Suction Gripper

https://www.shadowrobot.com/ https://test.tm-robot.com/en/product/robotiq-
vacuum-gripper-epick/https://onrobot.com/en/products/2fg7

https://www.agi-
automation.com/design-guidelines-for-
pneumatic-gripper/
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Robotic Grasping - Grasp Pose

• Grasping in SE(2) pose

• Grasping in SE(3) pose



Grasping in SE(2) pose



Grasping in SE(2) pose
Action Direction: Top-down
Input: RGB-D images, point cloud
Output: (	𝑥, 	𝑦, 𝜃	)

Rotation 
Angle

Location



Grasping in SE(2) pose

• Supersizing Self-supervision: Learning to Grasp from 50K Tries and 700 
Robot Hours

• Dex-Net 2.0: Deep Learning to Plan Robust Grasps with Synthetic Point 
Clouds and Analytic Grasp Metrics

• Sample Efficient Grasp Learning Using Equivariant Models

https://arxiv.org/pdf/1509.06825v1
https://arxiv.org/pdf/1509.06825v1
https://arxiv.org/abs/1703.09312
https://arxiv.org/abs/1703.09312
https://arxiv.org/abs/2202.09468


Supervising Self-supervision: Learning to 
Grasp from 50K Tries and 700 Robot Hours

Sample a patch on the input image

Resize the patch to 227x227 and predict a grasp 
score for each of the rotation angle (10! , 20! , ⋯ )

Execute the grasp pose by a real-robot

L. Pinto and A. Gupta, ‘Supersizing self-supervision: 
Learning to grasp from 50K tries and 700 robot hours’, 
in 2016 IEEE International Conference on Robotics and 
Automation (ICRA), 2016, pp. 3406–3413.



Dex-Net 2.0

J. Mahler et al., “Dex-Net 2.0: Deep Learning to Plan Robust Grasps with Synthetic Point Clouds and Analytic Grasp Metrics,” Robotics: 
Science and Systems (RSS), 2017.



Dex-Net 2.0

Probability of 
a successful 
grasp
at the pose

J. Mahler et al., “Dex-Net 2.0: Deep Learning to Plan Robust Grasps with Synthetic Point Clouds and Analytic Grasp Metrics,” Robotics: 
Science and Systems (RSS), 2017.

Architecture

Generate grasp 
candidates by 

sampling antipodal 
contact points on 
the point cloud



Sample Efficient Grasp Learning Using 
Equivariant Models
• Equivariance
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Zhu X, Wang D, Biza O, Su G, Walters R, Platt R. 2022. Sample efficient grasp learning using equivariant models. Proceedings of Robotics: 
Science and Systems (RSS)



Sample Efficient Grasp Learning Using 
Equivariant Models

Zhu X, Wang D, Biza O, Su G, Walters R, Platt R. 2022. Sample efficient grasp learning using equivariant models. Proceedings of Robotics: 
Science and Systems (RSS)



Grasping in SE(3) pose



Grasping in SE(3) pose
Action Direction: any 3D direction
Input: volumetric representations
(mesh, point cloud, TSDF, etc.)
Output: (	𝑅	, 	𝑡	)

Rotation Translation



Grasping in SE(3) pose

• High precision grasp pose detection in dense clutter

• GraspNet-1Billion

• Contact-GraspNet

• GraspNeRF

https://ieeexplore.ieee.org/abstract/document/7759114
https://ieeexplore.ieee.org/document/9156992
https://github.com/NVlabs/contact_graspnet
https://pku-epic.github.io/GraspNeRF/


High precision grasp pose detection in 
dense clutter
• Step 1: Sample grasp candidates (using Darboux Frame)

Gualtieri M, Ten Pas A, Saenko K, Platt R. 2016. High precision grasp pose detection in dense clutter. In 2016 IEEE/RSJ 
International Conference on Intelligent Robots and Systems (IROS), pp. 598–605. IEEE

Example of one grasp 
candidate obtained from 

Darboux Frame



High precision grasp pose detection in 
dense clutter
• Step 2: Classify the grasp candidates

LeNet

Gualtieri M, Ten Pas A, Saenko K, Platt R. 2016. High precision grasp pose detection in dense clutter. In 2016 IEEE/RSJ 
International Conference on Intelligent Robots and Systems (IROS), pp. 598–605. IEEE

https://yann.lecun.com/exdb/publis/pdf/lecun-98.pdf



GraspNet-1Billion

Fang HS, Wang C, Gou M, Lu C. 2020. GraspNet-1Billion: A Large-Scale Benchmark for General Object Grasping. In Proceedings of the 
IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp. 11444–11453
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Fang HS, Wang C, Gou M, Lu C. 2020. GraspNet-1Billion: A Large-Scale Benchmark for General Object Grasping. In Proceedings of the 
IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp. 11444–11453



GraspNet-1Billion

Fang HS, Wang C, Gou M, Lu C. 2020. GraspNet-1Billion: A Large-Scale Benchmark for General Object Grasping. In Proceedings of the 
IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp. 11444–11453



Contact-GraspNet

Sundermeyer M, Mousavian A, Triebel R, Fox D. 2021. Contact-graspnet: Efficient 6-dof grasp generation in cluttered scenes. In 2021 IEEE 
International Conference on Robotics and Automation (ICRA), pp. 13438–13444. IEEE



Contact-GraspNet

Sundermeyer M, Mousavian A, Triebel R, Fox D. 2021. Contact-graspnet: Efficient 6-dof grasp generation in cluttered scenes. In 
2021 IEEE International Conference on Robotics and Automation (ICRA), pp. 13438–13444. IEEE



Contact-GraspNet

Sundermeyer M, Mousavian A, Triebel R, Fox D. 2021. Contact-graspnet: Efficient 6-dof grasp generation in cluttered scenes. In 2021 
IEEE International Conference on Robotics and Automation (ICRA), pp. 13438–13444. IEEE



GraspNeRF

Q. Dai, Y. Zhu, Y. Geng, C. Ruan, J. Zhang, and H. Wang, “GraspNeRF: Multiview-based 6-DoF Grasp Detection for Transparent 
and Specular Objects Using Generalizable NeRF,” IEEE International Conference on Robotics and Automation (ICRA), 2023.



GraspNeRF

Q. Dai, Y. Zhu, Y. Geng, C. Ruan, J. Zhang, and H. Wang, “GraspNeRF: Multiview-based 6-DoF Grasp Detection for Transparent 
and Specular Objects Using Generalizable NeRF,” IEEE International Conference on Robotics and Automation (ICRA), 2023.

Collect images at 
different poses

Construct the 3D scene and convert 
it into TSDF (Truncated Signed 

Distance Function)

Predict grasp poses 
from TSDF



Let’s look at other object categories in the 
context of robotic grasping



Transparent Objects

• Evo-NeRF:

J. Kerr et al., ‘Evo-nerf: Evolving nerf for sequential robot grasping of 
transparent objects’, in 6th Annual Conference on Robot Learning, 2022.



Deformable Objects

• Active garment recognition and target grasping point detection using 
deep learning

Classify the type of 
the garment from an 

image using CNN

Predict the visibility and Cartesian 
location of the possible grasp points 

from depth images using CNN

E. Corona, G. Alenyà, A. Gabas, and C. Torras, 
“Active garment recognition and target grasping 
point detection using deep learning,” Pattern 
Recognition, vol. 74, pp. 629–641, 2018, doi: 
https://doi.org/10.1016/j.patcog.2017.09.042.



Large Objects

• CGDF:

G. Singh et al., ‘Constrained 6-DoF Grasp Generation on Complex Shapes for 
Improved Dual-Arm Manipulation’, arXiv [cs.RO]. 2024.



Next Lecture:
Imitation Learning



Project 3 released
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