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DeepRob

Lecture 12
Object Detectors and Segmentation
University of Minnesota

Slides adapted from Justin Johnson’s Deep Learning for Computer Vision course 1


https://web.eecs.umich.edu/~justincj/teaching/eecs498/WI2022/
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* |nstructions available on the website
* Here: https://rom-lab.github.io/CSCI15980-F24-DeepRob/

Project 2—Due today

projects/project2/
* |Implement two-layer neural network and generalize to FCN

* Due Monday, October 14th, 11:59 PM CT
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https://rpm-lab.github.io/CSCI5980-F24-DeepRob/projects/project2/
https://rpm-lab.github.io/CSCI5980-F24-DeepRob/projects/project2/
https://rpm-lab.github.io/CSCI5980-F24-DeepRob/projects/project2/
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* |nstructions available on the website
* Here: https://rpm-lab.qithub.io/CSCI5980-F24-

Project 3 — Releases today

ACHOEERE -_\‘lif%;mar ker
DeepRob/projects/project3/ | =2 b

« Uses PROPS Detection dataset

tumd fish_can

* Implement CNN for classification and Faster R-CNN

for detection

» Autograder will be available soon!

* Due Monday, October 28th 11:59 PM CT
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https://rpm-lab.github.io/CSCI5980-F24-DeepRob/projects/project3/
https://rpm-lab.github.io/CSCI5980-F24-DeepRob/projects/project3/
https://rpm-lab.github.io/CSCI5980-F24-DeepRob/projects/project3/
https://rpm-lab.github.io/CSCI5980-Spr23-DeepRob/datasets/props-detection/

DeepRob: What is a Project Proposal?

e Create a 3 page proposal on a google-doc/overleaf % Please keep the proposal excluding
the references to not more than 3 pages.

* Should contain a title that describes the project (keep it simple)
* Should contain full name(s), email addresses of the team.

* Should contain the following sections.

o QObjective - What capability does this project aim to give a robot? For example you should
be able to say - “This project aims to impart the capability of .... to the robot. Given a
observation in the form of ...., the robot will be able to do .....”

o |nput-Output during Inference time - What are the input and output variables of the
system you are building? For example you should be able to say - “The robot/model takes

in RGBD observation I of size H x W x 3, gripper pose G € SE(3) and produces
action A € SE(3) ....”

o Method - What is the algorithm, pipeline, or neural network architecture you are
proposing to develop the capability? If it has an algorithm, please describeit. If itis a
neural network architecture, describe it. If it is a learning method, what is the training
objective, what are the loss functions you will experiment on.

= |llustrative figure - can help quickly understand the method being proposed and the
big idea.

o Data collection - Assuming that all the projects in this course is data-driven, where does
the data for your project come from (existing datasets, or simulation env) ? Are you going
to collect new data?

Final Project Proposal—Due Wednesday

o Evaluation - How will you evaluate if your method worked? What will you compare with?
What is the measure of success?

o Resources - What will be the resources you will use for this project? Is this your desktop
or laptop? MSI? Are you using a real-robot setup? If yes, describe the setup. Are you
using simulation environment? If yes, describe the setup.

o Timeline - Please plan a weekly schedule and things to accomplish on a weekly basis to

successfully finish the project. Do you due diligence to consider other commitments in
your semester while creating this timeline for everyone in the group. Discuss this timeline

in detail with other members of the group to ensure success. You can tabulate this.
= Week 10/21-10/25 - Task [member1] - Task[member2] ....
= Week 10/28-11/01 - Task [member1] - Task[member2] ....

o Deliverables - What do you plan to deliver at the end of the project time? Real-world
demo? Code for others to use? Make this a technical paper?

o Summary of 3 papers - Please read 3 papers as a group and summarize them with
relation to your project. How will you use the techniques from this paper in your work?

o References - Please include any reference material (papers, code, datasets) that you
found online that is relevant to your project. This includes all the images you use requires
a source citation.

* Please check the grammar or spelling mistakes.

* An upload link will be made available for the submission.




ast time: Transfer Learning
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Last time: Localization Tasks

Object
Detection

Multiple objects




@ Last time: R-CNN
R-CNN: Region-Based CNN

Bbox || Class Classify each region
Bbox | | Class

Bbox | | Class ) t Forward each
1 Conv ST Bounding box regression:
Conv Net reslon throus Predict “transform” to correct the Rol: 4
Net ConvNet . bt b 4
Conv numbers (tx, ty, th, tw)
Net ﬁWarped image
E regions (224x224)

~ Regions of
Interest (Rol)
from a proposal
method (~2k)

Girshick et al, “Rich feature hierarchies for accurate object detection and semantic segmentation”, CVPR 2014.
Figure copyright Ross Girshick, 2015; source. Reproduced with permission



https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0

ast time: R-CNN

Bbox || Class Classify each region
Bbox | | Class Y

Bbox | | Class ). t Forward each
%+ Conv ion through Bounding box regression:
Conv Net 5 & Predict “transform” to correct the Rol: 4
Net ConvNet b
Conv numbers (tx, ty, th, tw)
Net ﬁWarped image
E regions (224x224)

Problem: Very slow! Need to do 2000

_ = mm— :
47 Regions of forward passes through CNN per image
i Interest (Rol)
V4 from a proposal

method (~2k)

Girshick et al, “Rich feature hierarchies for accurate object detection and semantic segmentation”, CVPR 2014.
Figure copyright Ross Girshick, 2015; source. Reproduced with permission



https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0

ast time: R-CNN

Bbox || Class Classify each region
Bbox Class y J

Bbox | | Class ). t Forward each
%+ Conv egion throush Bounding box regression:
Conv Net 5 & Predict “transform” to correct the Rol: 4
Net ConvNet
Conv numbers (tx, ty, th, tw)
Net ﬁWarped image
regions (224x224)

Problem: Very slow! Need to do 2000
forward passes through CNN per image

Regions of
Interest (Rol)
from a proposal

Idea: Overlapping proposals cause a lot of
repeated work; same pixels processed
method (~2k) many times. Can we avoid this?

Girshick et al, “Rich feature hierarchies for accurate object detection and semantic segmentation”, CVPR 2014.
Figure copyright Ross Girshick, 2015; source. Reproduced with permission



https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0

Fast R-CNN

“Slow” R-CNN
Process each region

independently
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Fast R-CNN

“Slow” R-CNN

Process each region

independently
Bbox || Class
Bbox | | Class 1
Bbox | [ Class | &
/ / Image features t Conv Cﬁgtv
“Backbone” L Run whole image Conv et ﬁ
network: through ConvNet
AlexNet, VGG, =

ResNet, etc O




Fast R-CNN

“Slow” R-CNN
Process each region

. independently
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Fast R-CNN

“Slow” R-CNN
Process each region

| independently
Regions of
Interest (Rols) o Bbox ;'ass
OX dSS

from a proposal — ,— Crop +Resize features  ——r——&,

method Conv
f M Image features o o

“Backbone” Run whole image Conv et

network: through ConvNet

AlexNet, VGG, 4

ResNet, etc Lo
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Fast R-CNN

Regions of
Interest (Rols)
from a proposal

z || Per-Region Network

& b Crop + Resize features

CNN

method f Mlmage features
“Backbone” Run whole image
network: through ConvNet
AlexNet, VGG, —

ResNet, etc

L

“Slow” R-CNN

Process each region

Bbox

independently
Bbox || Class
Bbox | | Class 1
Class N

Conv
Conv Net
Net

Conv
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Fast R-CNN

Bbox | | Bbox || Bbox | Category and box “Slow” R-CNN
Class | | Class | | Class | transform per region Process each region

T * 1 independently
Per-Region Network

Regions of

Z Z Z
P Z P
O O

Interest (Rols) 5 Bbox || Class

Bbox | | Class ! )
from a proposal & & b Crop + Resize features Bbox kS

Class
method @ ﬁ | faatures Conv
[ /mage €atu Conv Net

“Backbone” Run whole image Conv et
network: through ConvNet
AlexNet, VGG, n—

ResNet, etc hOrTn




Fast R-CNN

Bbox | | Bbox || Bbox | Category and box
Class | | Class | | class | transform per region

T & 1

Z Z

Per-Region network is
Per-Region Network relatively lightweight

Regions of
Interest (Rols) 5

from a proposal & & b Crop + Resize features
method //2,! o /Mlmage features

“Backbone” L Run whole image

network: through ConvNet
AlexNet, VGG, -
ResNet, etc

Most of the computation
happens in backbone
network; this saves work for
overlapping region proposals

ConvNet
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Regions of
Interest (Rols)

from a proposal

method

Fast R-CNN

Category and box

transform per region

Bbox Bbox Bbox
Class Class Class
P z P
z z P
@) @) @)

Per-Region Network

Crop + Resize features

“Backbone”
network:
AlexNet, VGG,
ResNet, etc

A LNIRARL

ConvNet

//27/ /Mlmage features

un whole image
hrough ConvNet

nput image

Example:
When using
AlexNet for
detection, five

conv layers are
used for

backbone and
two FC layers are
used for per-
region network
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Fast R-CNN
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Fast R-CNN

Bbox | | Bbox | | Bbox | Category and box
Class | | Class | | Class | transform per region

T &+ 1t

= || Per-Region Network

Regions of
Interest (Rols)

=
from a proposal & & b Crop + Resize features How to crop

method /27/ ) /Mlmage features features?

“Backbone” Run whole image

network: through ConvNet
AlexNet, VGG, N —

ResNet, etc

Z
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O O
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DR

Recall: Receptive Fields

Every position in the
output feature map

depends on a 3x3

receptive field in the input

3x3 Conv

Stride 1, pad 1

Input Image: 8 x 8 Output Image: 8 x 8

AN\




DR

L\

Recall: Receptive Fields

ENEEEEEN

Input Image: 8 x 8

Every position in the
output feature map
depends on a 3x3
receptive field in the input

3x3 Conv
Stride 1, pad 1

Output Image: 8 x 8

21



DR

Recall: Receptive Fields

Every position in the
output feature map

depends on a 5x5

receptive field in the input

3x3 Conv 3x3 Conv

Stride 1, pad 1 Stride 1, pad 1

Input Image: 8 x 8 Output Image: 8 x 8

AN\




DR

Recall: Receptive Fields

Moving one unit in the

output space also moves
the receptive field by one

3x3 Conv 3x3 Conv

Stride 1, pad 1 Stride 1, pad 1

Input Image: 8 x 8 Output Image: 8 x 8

AN\




DR

Recall: Receptive Fields

(0, 0)

Moving one unit in the
output space also moves
the receptive field by one

@ 3x3 Conv 3x3 Conv
Stride 1, pad 1 Stride 1, pad 1

There is a correspondence
between the

and
the coordinate system of

Input Image: 8 x 8 the output Output Image: 8 x 8

L\ .

(1, 1)




Projecting Points

(0, 0)

We can align arbitrary
points between coordinate
system of input and output

3x3 Conv 3x3 Conv
Stride 1, pad 1 Stride 1, pad 1

There is a correspondence
between the

and
the coordinate system of

Input Image: 8 x 8 the output Output Image: 8 x 8

L\ .

(1,1)




Projecting Points

Same logic holds for more complicated
CNNs, even if spatial resolution of
input and output are different

(0, 0)

We can align arbitrary
points between coordinate
system of input and output

3x3 Conv 2x2 MaxPool
Stride 1, pad 1 Stride 2

There is a correspondence
between the

and
the coordinate system of

Input Image: 8 x 8 the output Output Image: 8 x 8

(1, 1)

L\



Projecting Points

Same logic holds for more complicated
CNNs, even if spatial resolution of
input and output are different

(0, 0)

We can align arbitrary
points between coordinate
system of input and output

3x3 Conv 4x4 MaxPool
Stride 1, pad 1 Stride 4

There is a correspondence
between the

and
the coordinate system of

Input Image: 8 x 8 the output Output Image: 8 x 8

L\ :

(1,1)




Projecting Points

We can use this idea to project
bounding boxes between an

input image and a feature ma
(0, 0) P g P

We can align arbitrary
points between coordinate
system of input and output

3x3 Conv 4x4 MaxPool
Stride 1, pad 1 Stride 4

There is a correspondence
between the

and
the coordinate system of

Input Image: 8 x 8 the output Output Image: 8 x 8

L\ .

(1, 1)




Cropping Features: Rol Pool

Input Image
(e.g. 3 x 640 x 480)

Image features
(e.g. 512 x 20 x 15)

Girshick, “Fast R-CNN”, ICCV 2015.

Want features for the
box of a fixed size

(2x2 in this example,
7x7 or 14x14 in practice)

29



Cropping Features: Rol Pool

Project proposal
onto features

Want features for the
box of a fixed size

(2x2 in this example,
7x7 or 14x14 in practice)

Input Image Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15)

Girshick, “Fast R-CNN”, ICCV 2015. 30



Cropping Features: Rol Pool

“Snap” to
grid cells

Project proposal
onto features

Want features for the
box of a fixed size

(2x2 in this example,
7x7 or 14x14 in practice)

Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15)

Girshick, “Fast R-CNN”, ICCV 2015. 31



Cropping Features: Rol Pool

Divide into 2x2
“Snap” to grid of (roughly)
grid cells equal subregions

Project proposal
onto features

Want features for the
box of a fixed size

(2x2 in this example,
7x7 or 14x14 in practice)

Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15)

Girshick, “Fast R-CNN”, ICCV 2015. 39



Cropping Features: Rol Pool

Divide into 2x2
“Snap” to grid of (roughly)
grid cells equal subregions

Project proposal
onto features

Max-pool within
each subregion

Region features
— (here 512 X 2 X 2;
In practice 512x7x7)

Input Image Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15)

Region features always the
same size even if input
regions have different sizes!

Girshick, “Fast R-CNN”, ICCV 2015. 33



Cropping Features: Rol Pool

Divide into 2x2
“Snap” to grid of (roughly)
orid cells equal subregions

Project proposal
onto features

Max-pool within
each subregion

Region features
(here 512 x 2 x 2;
In practice 512x7x7)

Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15) Region features always the

Problem: Slight misalignment due to same size even if input

snapping; different-sized subregions is weird  F€810NS have different sizes!
Girshick, “Fast R-CNN”, ICCV 2015. 34




Cropping Features: Rol Align

Divide into equal-sized subregions
(may not be aligned to grid!)

| No “snapping”!
Project proposal

onto features
\
Want features for the
box of a fixed size
CNN (2x2 in this example,
7x7 or 14x14 in practice)
Input Image Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15)

Girshick, “Fast R-CNN”, ICCV 2015. 35



Cropping Features: Rol Align

Divide into equal-sized subregions
(may not be aligned to grid!)

(e.g. 3 x 640 x 480)

Project proposal
onto features

No “snapping”!

Image features
(e.g. 512 x 20 x 15)

He et al, “Mask R-CNN”, ICCV 2017

Sample features at
regularly-spaced points
in each subregion using
bilinear interpolation

36



Cropping Features: Rol Align

Divide into equal-sized subregions
(may not be aligned to grid!)

Project proposal
onto features

No “snapping”!  Sample features at
regularly-spaced points
in each subregion using
bilinear interpolation

Te,s

7,5

f
6,6
fi,j maX(O: 1— ‘X — xlD maX(O, 1— |_‘y — y]D \\\ ’

6.5,5.8

17,6

ij=1

Feature f,, for point (x, y) is a

linear combination of features

at its four neighboring grid cells:

He et al, “Mask R-CNN”, ICCV 2017
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Cropping Features: Rol Align

Divide into equal-sized subregions
(may not be aligned to grid!)

A
A
'
]

fxy —

A Y | \ L )
» AN r 5 5 » &
{ : Yl - AN B L
RIS L oy W N AN
A BT WY Y . «
% ! y X - 5 \ LX) o
w40 ST AT, 1 .
’ 5, A5 \ -y » - \
A \og %

NN Y

i
]

Project proposal

No “snapping”!  Sample features at

onto features

\;"\ . \
\\‘ ‘:
A,
A
N
)
' B 0"
() //
\
.,p_\ N '\v
4 /d )
41 .‘¥ \
\’ f -‘ X \
NG 7Y a2l
’ X - \ & ‘ '\' e // »

max(0,1 — |x — x;|) max(0,1 — |y — y;|)

fosss=(fes*0.5*0.2) + (f,s* 0.5 * 0.2)
+(fos* 0.5 % 0.8) + (f;5* 0.5 * 0.8)

He et al, “Mask R-CNN”, ICCV 2017

regularly-spaced points

in each subregion using
bilinear interpolation
7
7
/// f6,5 f7,5
| |
6.5,5.8
) o o
TS 6,6 f7,6

Feature f,, for point (x, y) is a
linear combination of features
at its four neighboring grid cells:

38



Cropping Features: Rol Align

No “snapping”!  Sample features at

Project proposal :
JECL prop regularly-spaced points

onto features

in each subregion using
bilinear interpolation
7 f6,5 f7,5
RIS ® ®
CNN s
0.8
A — 0.5 6.5,5.8
IR LN LN L | > _ | @
N . ~o_ Tee f; 6
fry = Jij max (0,1 — |x — x;[) max(0,1 — |y — y;l) S '
L]

Feature f,, for point (x, y) is a
linear combination of features
at its four neighboring grid cells:

f6.5,5.8 = (f6,5 * 0.5 * 0.2) + (f7’5 * 0.5 * 0.2)
+ (foe* 0.5 * 0.8) + (f, ; * 0.5 * 0.8)

He et al, “Mask R-CNN”, ICCV 2017
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Cropping Features: Rol Align

No “snapping”!  Sample features at

Project proposal i
JECL prop regularly-spaced points

onto features

in each subregion using
bilinear interpolation
7
e 7
i -7 fe 5 f; s
/// ‘ ‘
0.8
f6.5, .8
R ® 09
o f f
~.'6,6 7,6

Feature f,, for point (x, y) is a
linear combination of features

f6.5,5.8 - (f6,5 * 0.5 * 0.2) + (f7,5 * 0.5 * 0.2)
IMI + (fg6* 0.5 % 0.8) + (f; ¢* 0.5 * 0.8) at its four neighboring grid cells:

He et al, “Mask R-CNN”, ICCV 2017 40



Cropping Features: Rol Align

No “snapping”!  Sample features at

Project proposal '
JECt prop regularly-spaced points

onto features
in each subregion using
. F— bilinear interpolation
T L f6’ 5 f7’ 5
@ |
| CNN
= 0.2 s 6:5,3.8
‘f\""\\,\\‘\.--\'.',{%. ‘ ‘ ‘
: Y RO N O N TR el \\ f f
_ ~o | 6,6 7,6
fry = | fl] max(0,1 — |x — x;|) max(0,1 — |y — y;|) ~
" l,]f $05%*09) 4 (f.. * 05 %02 Feature f,, for point (x, y) is a
6.5,5.8 ~ ( 6,5 ) = ) 2) + 7,5 ) = . 2) linear combination of features
+(fg6* 0.5%0.8) + (f;* 0.5 * 0.8) at its four neighboring grid cells:

He et al, “Mask R-CNN”, ICCV 2017
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Cropping Features: Rol Align

No “snapping”!  Sample features at
regularly-spaced points

Project proposal
onto features

in each subregion using
b bilinear interpolation
] - 6,5 7,5
| @
CNN
¥ V. ‘‘‘‘‘ S ; ; /
\ \LI\\C‘\\ \ 1/,5 N f ‘0.2
—_ \\ 6)6
fry = , _fi,jmaX(O;l_ x — x;[) max(0,1 — |y — y;]) ~
L] . .
Feature f,, for point (x, y) is a
— b 3 * X X Xy !
f6-5;5-8 - (f6,5 0.5%0.2) + (f7,5 0.5%0.2) linear combination of features
+(fg*0.5%0.8)+(f;6* 0.5 *0.8) at its four neighboring grid cells:
IMI He et al, “Mask R-CNN”, ICCV 2017
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Cropping Features: Rol Align

| No “snapping”!
Project proposal

onto features

Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15)

He et al, “Mask R-CNN”, ICCV 2017

Sample features at
regularly-spaced points
in each subregion using
bilinear interpolation

After sampling, max-
pool in each subregion

Region features
(here 512 x 2 x 2;

In practice e.g 512 x 7 x 7)
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DR

Fast R-CNN vs “Slow” R-CNN

Fast R-CNN: Apply differentiable
cropping to shared image features

Regions of
Interest (Rols)
from a proposal
method

P
O

P
@)

% .

“Backbone”
network:

AlexNet, VGG,
ResNet, etc

Bbox Bbox Bbox
Class Class Class
zZ z z

Category and box
transform per region

Per-Region Network

=z
o
b Crop + Resize features

mage features

¥ : A7

ConvNet

) E——
L./
——
,“\ V

Run whole image
through ConvNet

S E—
g

Input image

“Slow” R-CNN: Apply differentiable
cropping to shared image features

Bbox || Class

Forward each
region through
ConvNet

E Warped image

Bbox | | Class %
Bbox | | Class
% Conv
Conv Net
Conv Net
Net
A

regions (224x224)

~ Regions of
Interest (Rol)
from a proposal
method (~2k)
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R-CNN

SPP-Net

Fast R-CNN

0 20 50 75 100

L\

Fast R-CNN vs “Slow” R-CNN

L Test time (seconds)
Tral ni ng tl me (HOU rS) B Including Region propos...

B Excluding Region Propo...

R-CNN

SPP-Net

8.75
Fast R-CNN

Girshick et al, “Rich feature hierarchies for accurate object detection and semantic segmentation”, CVPR 2014.
He et al, “Spatial pyramid pooling in deep convolutional networks for visual recognition”, ECCV 2014
Girshick, “Fast R-CNN”, ICCV 2015

60
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Fast R-CNN vs “Slow” R-CNN

L Test time (seconds)
Tl’al ni ng tl me (HOU rS) B Including Region propos...

B Excluding Region Propo...

R-CNN R-CNN

SPP-Net

Fast R-CNN 8.75 Problem: Runtime

2.3
Fast R-CNN <+

0 25 50 75 100 0.32 dominated by region
0 15 proposals -
Girshick et al, “Rich feature hierarchies for accurate object detection and semantic segmentation”, CVPR 2014.
He et al, “Spatial pyramid pooling in deep convolutional networks for visual recognition”, ECCV 2014 46

Girshick, “Fast R-CNN”, ICCV 2015



@ Fast R-CNN vs “Slow” R-CNN

L Test time (seconds)
Tl’al ni ng tl me (HOU I’S) B Including Region propos...

B Excluding Region Propo...

R-CNN R-CNN

SPP-Net

Fast R-CNN [l 8.75 _
Problem: Runtime
Fast R-CNN B 23 =

0 25 50 75 100 0.32 dominated by region
' . proposals 5

Recall: Region proposals computed by
heuristic “Selective search” algorithm on
CPU — let’s learn them with a CNN

Girshick et al, “Rich feature hierarchies for accurate object detection and semantic segmentation”, CVPR 2014.
He et al, “Spatial pyramid pooling in deep convolutional networks for visual recognition”, ECCV 2014 47
Girshick, “Fast R-CNN”, ICCV 2015
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®Fastg R-CNN: Learnable Region Proposals

Insert Region Proposal o By | P regessonios
Network (RPN) to predict
proposals from features

@ Rol pooling

regression loss

dCTooIUI
| N
E N

N

\
N N\

N N

\\\ /)

" proposals

Otherwise same as Fast R-CNN: Region Proposal Network I
Crop features for each proposal, — H
classify each one Ly

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
Figure copyright 2015, Ross Girshick; reproduced with permission 48



Region Proposal Network (RPN

Run backbone CNN to get
features aligned to input image
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Input Image
(e.g. 3 x 640 x 480)

Image features
(e.g. 512 x 5 x 6)

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015



Region Proposal Network (RPN

Run backbone CNN to get Each feature corresponds
features aligned to input image to a point in the input

{1
Input Image Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 5 x 6)

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
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Region Proposal Network (RPN

Imagine an anchor box

of fixed size at each

Run backbone CNN to get Each feature corresponds ooint in the feature map

features aligned to input image to a point in the input
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Iput Iage Image featufes
(e.g. 3 x 640 x 480) (e.g. 512 x 5 x 6)

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
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Region Proposal Network (RPN

Imagine an anchor box

of fixed size at each

Run backbone CNN to get Each feature corresponds ooint in the feature map

features aligned to input image to a point in the input
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Region Proposal Network (RPN

Imagine an anchor box

of fixed size at each

Run backbone CNN to get Each feature corresponds ooint in the feature map

features aligned to input image to a point in the input
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Region Proposal Network (RPN

Imagine an anchor box
of fixed size at each

Run backbone CNN to get Each feature corresponds ooint in the feature map

features aligned to input image to a point in the input

Image features 7 |
(e.g. 3 x 640 x 480) (e.g. 512 x 5 x 6) positive (object) or
negative (no object)

Classify each anchor as

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
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Region Proposal Network (RPN

Imagine an anchor box
of fixed size at each

Run backbone CNN to get Each feature corresponds ooint in the feature map

features aligned to input image to a point in the input

Classify each anchor as

(e.g. 3 x 640 x 480) (e.g. 512 x 5 x 6) positive (object) or
negative (no object)

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
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Region Proposal Network (RPN

Imagine an anchor box
of fixed size at each

Run backbone CNN to get Each feature corresponds ooint in the feature map

features aligned to input image to a point in the input

Classify each anchor as

(e.g. 3 x 640 x 480) (e.g. 512 x 5 x 6) positive (object) or
negative (no object)

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
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Region Proposal Network (RPN

Predict object vs not object
scores for all anchors with

Run backbone CNN to get Each feature corresponds .
. . . o . a conv layer (512 input
features aligned to input image to a point in the input filters, 2 output filters)
Anchor is
B object?
e —_
2X5x6
Conv
/

Classify each anchor as
positive (object) or
negative (no object)

e
(e.g. 3 x 640 x 480) (e.g. 512 x 5 x 6)

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 57




Region Proposal Network (RPN

For positive anchors, also
predict a transform that

Run backbone CNN to get Each feature corresponds .
. . . o . converting the anchor to
features aligned to input image to a point in the input ,
the (like R-CNN)
—_— Anchor is
T object?
e —_
2X5Xx6
CNN Conv
/
— ‘ | b Eh N Classify each anchor as
nput Image Image features

(e.g. 3 x 640 x 480) (e.g. 512 x 5 x 6) positive (object) or
negative (no object)

IMI Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 58



Region Proposal Network (RPN

For positive anchors, also
predict a transform that

Run backbone CNN to get Each feature corresponds .
. . . o . converting the anchor to
features aligned to input image to a point in the input ,
the (like R-CNN)
Anchor is
\ °
object?
e —_
2X5x6
Conv
Anchor
e —_
— transforms
T NN & R Wl i 4Xx5Xx6
S Classify each anchor as

positive (object) or

(e.g. 3 x 640 x 480) (e.g. 512 x 5 x 6) | |
negative (no object)

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 59




Region Proposal Network (RPN)

In practice: Rather than using
one anchor per point, instead

Run backbone CNN to get Each feature corresponds consider K different anchors
features aligned to input image to a point in the input with different size and scale
(here K = 6)
o | o| o] o , Anchor is
\ ]
object?
e —_
- 2KXx5x6
— Conv
i Anchor
e —_
e — transforms
S "‘?\'}.\ At ¥\ & i
i %@M e AKX 5% 6

’“.

Image featufes
(e.g. 512 x 5 x 6)

M Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 60



Run backbone CNN to get
features aligned to input image

(e.g. 3 X 640 x480)

Region Proposal Network (RPN)

In practice: Rather than using
one anchor per point, instead

(e.g. 512 x 5 x 6)

Each feature corresponds consider K different anchors
to a point in the input with different size and scale
(here K = 6)
Anchor is
\ .
object?
—
2Kx5x6
Conv
Anchor
—
— transforms
f?%wg,@_ XS5
Image features During training, supervised

positive / negative anchors and
box transforms like R-CNN

M Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 61



Run backbone CNN to get Each feature corresponds
features aligned to input image to a point in the input

Image featufes
(e.g. 512 x 5 x 6)

Region Proposal Network (RPN)

In practice: Rather than using
one anchor per point, instead
consider K different anchors

with different size and scale
(here K = 6)

Anchor is
\ °
object?
—
2Kx5x6
Conv
Anchor
e —
- transforms
AKX 5x 6

Positive anchors: >= 0.7 loU with

some GT box (plus highest loU to

each GT)

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 62



Region Proposal Network (RPN)

In practice: Rather than using
one anchor per point, instead

Run backbone CNN to get Each feature corresponds consider K different anchors
features aligned to input image to a point in the input with different size and scale
(here K = 6)
Anchor is
\ .
object?
—
2Kx5x6
Conv
Anchor
e —
— transforms
4K X5 X 6
MANATEY AR ﬁ{‘\/ \l\‘ghsﬂh&/ '
Image features Negative anchors: < 0.3 loU with
(e.8. 3 X 640 x 480) (e.8.512 x5 x 6) all GT boxes. Don’t supervised

transforms for negative boxes.

M Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 63




Run backbone CNN to get Each feature corresponds
features aligned to input image to a point in the input

Image featufes
(e.g. 512 x 5 x 6)

Region Proposal Network (RPN)

In practice: Rather than using
one anchor per point, instead
consider K different anchors

with different size and scale
(here K = 6)

Anchor is
\ °
object?
—
2Kx5x6
Conv
Anchor
e —
- transforms
AKX 5x 6

Neutral anchors: between 0.3

and 0.7 loU with all GT boxes:

ignored during training

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 64



Run backbone CNN to get Each feature corresponds
features aligned to input image to a point in the input

' Image features
(e.g. 3 x640x480) (e.g. 512 x 5 x 6)

Region Proposal Network (RPN)

In practice: Rather than using
one anchor per point, instead
consider K different anchors

with different size and scale

(here K = 6)
Anchor |
—_— | IS
object?
—
2Kx5x6
Conv
Anchor
e —
- transforms
AKX 5x 6

At test-time, sort all K*5*6 boxes
by their positive score, take top
300 as our region proposals

M Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 65



aster R-CNN: Learnable Region Proposals

Jointly train four losses:

1. RPN classification: anchor box is object / not s By | g regressionos:
an object
0SS regressi ﬂ pooling
2. RPN regression: predict transform from 5 1 ' n e
anchor box to proposal box s
Region Proposal Network R
3. Object classification: classify proposals as f W
. eature ma
background / object class e
4. Object regression: predict transform from "
proposal box to object box Lerrr 7
IMI Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
Figure copyright 2015, Ross Girshick; reproduced with permission 66




®Fastg R-CNN: Learnable Region Proposals

R-CNN Test-Time Speed (s)

R-CNN

SPP-Net

Fast R-CNN 2.3

Faster R-CNN| 0.2

0 15 30 45
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@ Extend Faster R-CNN
to Image Segmentation: Mask R-CNN

Instance
Segmentation

Keese's

e —————————————————

» objects

68
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Extend Faster R-CNN
to Instance Segmentation: Mask R-CNN

Instance Segmentation
Detect all objects in the image and
identify the pixels that belong to

each object (Only things!)

Approach
Perform object detection then
predict a segmentation mask for

each object detected!
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@ Extend Faster R-CNN into Mask R-CNN

Faster R-CNN
1. Feature Extraction at the image-level ss | g resressionlos:
2. Regions of Interest proposal from |
feature map H oo
U 7 4

3. In Paral Iel proposals
1. Object classification: classify eve—
proposals — E
2. Object regression: predict transforn LY
from proposal box to object box

CNN
y /

M Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
Figure copyright 2015, Ross Girshick.
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Mask R-CNN
1. Feature Extraction at the image-level

2. Regions of Interest proposal from

@ Extend Faster R-CNN into Mask R-CNN

feature map " loss

3. In Parallel
a. Object Classification: classify

proposals

b. Object Regression: predict transform
from proposal box to object box

c. Mask Prediction: predict a binary
mask for every region

M He et al., “Mask R-CNN”, ICCV 2017

" proposals

N

i

TN

Region Proposal Network
feature map W

1 |

CNN i .
y /

7 —

Mask Prediction

¥ Rol pooling

/1



Mask R-CNN

Classification Scores: C
— Box coordinates (per class):
4*C
g /
(r
» //// // //// > //// R
vd ol WV A%
CNN % , 1% 149
RPN :// Rol Align| ([ Conv| [])” Conv
256 x14x14 256x14x14

Predict a mask for

each of C classes:
Cx28 x28

He et al., “Mask R-CNN”, ICCV 2017 70



Mask R-CNN: Very Good Results!

pérson.99
persont00 umbrella.97
e',sonugaareﬂa.97
5 | skateboard 9 P a
)

.ba‘c kpack.95

handbag.81

\ skateboard.83

7
zeb
zebra.88 X
Zebral.00 N
frisbee1.00

person.80

/ " _ perso h1.0
el g@aﬁaw

Hersan,
P S
2, tie.

car.95
car.81

cat. 8889
car.91

- =

donuki89 4onut|o7

~

car.97
car.96 gar.94
94

aa9B5 -

CrRagsngo | )
carp car1.00

donut.96 e

par‘ing meter

Y

'
brella1.00. Wi
PRSI o1 08 e !brellaLOO
-~ m)smﬂil]ibrsom.o&gwt 6“ person1,00handbad?§9son1,0 perso1 08°_m

)

¥

donuti@8 ta

]
donut.96),
donut.94  donut.98. donut1.00

< U

donut. Q54 — donut.99 l
7 g
-

backpack.96

i g

!

umbrella.96umbrella.99

person1.00 imbrella.98

person1.00

backpack.98-
person1.00

handbag:gs  WHII
~

b le}93
Icycle; 93 baseball bat.98dog1.00,

person1.00

person.82  berson1.00

erson.g%erson]z

pe1sgy S| somgrayeR LTS

gl e d

&)

ehair.9,
& ain.9g-
e

-,

diniing table.78 Jdli .
wine g\ggp:@z
o-71

chair.94

cup.96

il S

<l

bottle.97

L

person1.00

=
b9 !
L

dining table.95
a

handbjg.SS wine glass1.00 B

handbag.99

o

d. galonut.89
» onu&v

donut,gaonut.gg i

donfes onut.

g“ggnut.QS 81
donutdQmut.

donlt. ——
danit 96yt of)
& dohut.08

He et al., “Mask R-CNN”, ICCV 2017

o8t A
OReason.88 >
persoes 1 it pECson |94 Persepsis,
/ "
__diniﬁé“@’-gfzperson J
C

.98

person1.00

baseball bat.99

baseball bat.85

pe L
)
epersqsb%a@sn.se
ghairo6
dining ta‘Qle.Z.S

dining talgllj%. )
QinBo

chair.Oge

" ido s
wir‘glass?gslr‘ c‘hair.ss

diningQaifett .« -

« T
wine glass.91 N X
Kige glass.93 wine glass.83b

cup.91

person.88
'

|
tv -
person1.00

e
e .
wihe glass. 998

wine glass1.00L &

person1.00.

‘?’56"%%:3&1’! -~

¥ surfboard1,00-,g“rfboard,a&_
- 3 |
4 -

kite:93

= BRFEONSRErson.71 ]
*w Wivmb: I pets g

.95 ~SemeRechiN Ll A
PersongPson.96 et

person1.00

Y.

SRRt ARS8

potted plant.92

“bird.93

cell¢lReke/ 37

erson.S8

handbag.8D

£
persafi.o8
=~ person1.00
X

horse.97

uAny

rse.77
V.

person1.00

personi.00 ‘T,
i ! !

person.96
Persoge?éon[97 person.}gs horse._gg

560

skateboard.99

person.91

PErRRBANS89 99

-~ person1.00, .99
person.Qg persor’;ggg;aw

skateboard.98

;
person1.00:

couchpg@?son. 90
peérson.90

person.77
chairid} g1
chairlGHBEr.9y
chaeRgs 5"
chagBESRRd) 80
persorhes. 71

person.87

gerson.w
person.@@rson.gt

personi96 persBargensth.o4

chair.73

sports bal.g99

tennis racket1100

- oarzs ffic &
Car‘gstruck.gg ccagfb k
: \‘
5

€arl,00
TN
car.95‘“"°k‘{' car:98

bls1.00
car!97
&

car.82
car.@@"-ggar'gg -

persr;r\,99

car.9g 91car.94
car.98
car.78

suitcase.96

suitcasstgggse‘l 00

suitcase.99




DR

Mask R-CNN
1. Feature Extraction at the image-level Rasiinhus | _f Bonmiegher |

2. Regions of Interest proposal from

feature map | Somilertion | | Nound
3. In Parallel N
a. Object Classification: classify |
proposals

b. Object Regression: predict transform
from proposal box to object box
c. Mask Prediction: predict a binary

mask for every region A

d. Keypoint Prediction: predict binary
mask for human key points

M He et al., “Mask R-CNN”, ICCV 2017

Mask R-CNN for Human Pose Estimation

Keypoint
Prediction

74




DR

Mask R-CNN for Human Pose Estimation

Classification Scores: C

He et al., “Mask R-CNN”, ICCV 2017

> Box coordinates (per class): 4 * C

Segmentation mask: C x 28 x 28

One mask for each of
the K different keypoints

Left ankle

Right an

kle

g /

//j/ %

// | //
> //// // ///
CNN T (R

V9% i %

+RPN // Rol Align y

256 x 14 x 14

Conwv...

Keypoint masks:
Kx56x56

Ground-truth has one “pixe

I”

turned on

per keypoint. Train with softmax loss
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Mask R-CNN for Human Pose Estimation

He et al., “Mask R-CNN”, ICCV 2017 76



DR

Two Stage vs One Stage Detectors

Faster R-CNN is a two-stage object detector

> %

y .
First stage: Run once per image ulae i"’li_ff_ff tion e . E ol podling
» Backbone Network

. [»T::\;) U ,/
* Region Proposal Network proposals
Second stage: Run once per region eglon Fropose Ntwfw
* Crop features: Rol pool / align feature map
* Predict Object Class
* Prediction bbox offset _

) V4

7T 77—

M Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015

Figure copyright 2015, Ross Girshick. 7



DR

Next Time:

Robot Grasp Learning

L\



0 L

DeepRob

Lecture 12
Object Detectors and Segmentation
University of Minnesota

Slides adapted from Justin Johnson’s Deep Learning for Computer Vision course 79
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