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1Slides adapted from Justin Johnson’s Deep Learning for Computer Vision course

https://web.eecs.umich.edu/~justincj/teaching/eecs498/WI2022/


Project 2—Due today
• Instructions available on the website
• Here: https://rpm-lab.github.io/CSCI5980-F24-DeepRob/

projects/project2/

• Implement two-layer neural network and generalize to FCN

• Due Monday, October 14th, 11:59 PM CT
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https://rpm-lab.github.io/CSCI5980-F24-DeepRob/projects/project2/
https://rpm-lab.github.io/CSCI5980-F24-DeepRob/projects/project2/
https://rpm-lab.github.io/CSCI5980-F24-DeepRob/projects/project2/


Project 3 — Releases today
• Instructions available on the website
• Here: https://rpm-lab.github.io/CSCI5980-F24-

DeepRob/projects/project3/

• Uses PROPS Detection dataset

• Implement CNN for classification and Faster R-CNN 

for detection

• Autograder will be available soon!

• Due Monday, October 28th 11:59 PM CT
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https://rpm-lab.github.io/CSCI5980-F24-DeepRob/projects/project3/
https://rpm-lab.github.io/CSCI5980-F24-DeepRob/projects/project3/
https://rpm-lab.github.io/CSCI5980-F24-DeepRob/projects/project3/
https://rpm-lab.github.io/CSCI5980-Spr23-DeepRob/datasets/props-detection/


Final Project Proposal—Due Wednesday
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Justin Johnson February 9, 2022

Transfer Learning with CNNs

Lecture 10 - 73
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Conv-64
Conv-64
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1. Train on ImageNet

Image

Conv-64
Conv-64
MaxPool

Conv-128
Conv-128
MaxPool

Conv-256
Conv-256
MaxPool

Conv-512
Conv-512
MaxPool

Conv-512
Conv-512
MaxPool

FC-4096
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Freeze 
these

Remove 
last layer

Donahue et al, “DeCAF: A Deep Convolutional Activation Feature for Generic Visual Recognition”, ICML 2014

2. Use CNN as a 
feature extractor

Justin Johnson March 7, 2022Lecture 13 -

Transfer Learning: Fine-Tuning
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1. Train on ImageNet

Image

Conv-64
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MaxPool

Conv-128
Conv-128
MaxPool

Conv-256
Conv-256
MaxPool

Conv-512
Conv-512
MaxPool

Conv-512
Conv-512
MaxPool

FC-4096
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New FC Layer

Initialize from 
ImageNet model

Add randomly 
initialized final FC 
layer for new task

Continue training 
entire model for 
new task

Compared with Feature 
Extraction, Fine-Tuning:
- Requires more data
- Is more computationally 

expensive
- Can give higher accuracies

Last time: Transfer Learning
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Last time: Localization Tasks

Classification
Semantic 

Segmentation
Object  

Detection
Instance  

Segmentation

“Chocolate Pretzels”

No spatial extent

Chocolate Pretzels,  
Shelf

No objects, just pixels

Flipz, Hershey’s, Keese's

Multiple objects
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R-CNN: Region-Based CNN

Input 
image

Conv
Net

Conv
Net

Conv
Net

Class
Class

Class

Warped image 
regions (224x224)

Regions of 
Interest (RoI) 
from a proposal 
method (~2k)

Forward each 
region through 
ConvNet

Girshick et al, “Rich feature hierarchies for accurate object detection and 
semantic segmentation”, CVPR 2014.
Figure copyright Ross Girshick, 2015; source. Reproduced with permission.

Classify each region

Bbox
Bounding box regression:
Predict “transform” to correct the 
RoI: 4 numbers (tx, ty, th, tw)Bbox

Bbox
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Classify each region 

Bounding box regression: 
Predict “transform” to correct the RoI: 4 
numbers (tx, ty, th, tw)  

Girshick et al, “Rich feature hierarchies for accurate object detection and semantic segmentation”, CVPR 2014. 
Figure copyright Ross Girshick, 2015; source. Reproduced with permission 

Last time: R-CNN

https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0
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Last Time: R-CNN

Input 
image

Conv
Net

Conv
Net

Conv
Net

Class
Class

Class

Warped image 
regions (224x224)

Forward each 
region through 
ConvNet

Girshick et al, “Rich feature hierarchies for accurate object detection and 
semantic segmentation”, CVPR 2014.
Figure copyright Ross Girshick, 2015; source. Reproduced with permission.

Classify each region

Bbox
Bounding box regression:
Predict “transform” to correct the 
RoI: 4 numbers (tx, ty, th, tw)Bbox

Bbox
Problem: Very slow! Need 
to do 2000 forward passes 
through CNN per image

Regions of 
Interest (RoI) 
from a proposal 
method (~2k)
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Classify each region 

Bounding box regression: 
Predict “transform” to correct the RoI: 4 
numbers (tx, ty, th, tw)  

Girshick et al, “Rich feature hierarchies for accurate object detection and semantic segmentation”, CVPR 2014. 
Figure copyright Ross Girshick, 2015; source. Reproduced with permission 

Last time: R-CNN

Problem: Very slow! Need to do 2000 
forward passes through CNN per image

https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0
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Classify each region 

Bounding box regression: 
Predict “transform” to correct the RoI: 4 
numbers (tx, ty, th, tw)  

Girshick et al, “Rich feature hierarchies for accurate object detection and semantic segmentation”, CVPR 2014. 
Figure copyright Ross Girshick, 2015; source. Reproduced with permission 

Last time: R-CNN

Problem: Very slow! Need to do 2000 
forward passes through CNN per image

Idea: Overlapping proposals cause a lot of 
repeated work; same pixels processed 

many times. Can we avoid this?
Justin Johnson March 9, 2022Lecture 14 - 10

Last Time: R-CNN

Input 
image

Conv
Net

Conv
Net

Conv
Net

Class
Class

Class

Warped image 
regions (224x224)

Forward each 
region through 
ConvNet

Girshick et al, “Rich feature hierarchies for accurate object detection and 
semantic segmentation”, CVPR 2014.
Figure copyright Ross Girshick, 2015; source. Reproduced with permission.

Classify each region

Bbox
Bounding box regression:
Predict “transform” to correct the 
RoI: 4 numbers (tx, ty, th, tw)Bbox

Bbox
Problem: Very slow! Need 
to do 2000 forward passes 
through CNN per image

Regions of 
Interest (RoI) 
from a proposal 
method (~2k)

https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0
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Input	
image

Conv
Net

Conv
Net

Conv
Net

Class
Class

ClassBbox
Bbox

Bbox

“Slow” R-CNN
Process each region 

independently

Input image
Girshick, “Fast R-CNN”, ICCV 2015. Figure copyright Ross Girshick, 2015; source. Reproduced with permission.

Fast R-CNN

Fast R-CNN
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Fast R-CNN

Input	
image

Conv
Net

Conv
Net

Conv
Net

Class
Class

ClassBbox
Bbox

Bbox

“Slow” R-CNN
Process each region 

independently

ConvNet

Input image

Run whole image
through ConvNet

Image features

“Backbone” 
network: 
AlexNet, VGG, 
ResNet, etc

Girshick, “Fast R-CNN”, ICCV 2015. Figure copyright Ross Girshick, 2015; source. Reproduced with permission.

Fast R-CNN
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Fast R-CNN

Input	
image

Conv
Net

Conv
Net

Conv
Net

Class
Class

ClassBbox
Bbox

Bbox

“Slow” R-CNN
Process each region 

independently

ConvNet

Input image

Run whole image
through ConvNet

Image features

“Backbone” 
network: 
AlexNet, VGG, 
ResNet, etc

Regions of
Interest (RoIs)
from a proposal
method

Girshick, “Fast R-CNN”, ICCV 2015. Figure copyright Ross Girshick, 2015; source. Reproduced with permission.

Fast R-CNN
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Fast R-CNN

Input	
image

Conv
Net

Conv
Net

Conv
Net

Class
Class

ClassBbox
Bbox

Bbox

“Slow” R-CNN
Process each region 

independently

ConvNet

Input image

Run whole image
through ConvNet

Image features

Crop + Resize features

“Backbone” 
network: 
AlexNet, VGG, 
ResNet, etc

Regions of
Interest (RoIs)
from a proposal
method

Girshick, “Fast R-CNN”, ICCV 2015. Figure copyright Ross Girshick, 2015; source. Reproduced with permission.

Fast R-CNN
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Fast R-CNN

Input	
image

Conv
Net

Conv
Net

Conv
Net

Class
Class

ClassBbox
Bbox

Bbox

“Slow” R-CNN
Process each region 

independently

ConvNet

Input image

Run whole image
through ConvNet

Image features

Crop + Resize features

Per-Region Network

“Backbone” 
network: 
AlexNet, VGG, 
ResNet, etc

Regions of
Interest (RoIs)
from a proposal
method

Girshick, “Fast R-CNN”, ICCV 2015. Figure copyright Ross Girshick, 2015; source. Reproduced with permission.

CN
N

CN
N

CN
N

Fast R-CNN
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Fast R-CNN

Input	
image

Conv
Net

Conv
Net

Conv
Net

Class
Class

ClassBbox
Bbox

Bbox

“Slow” R-CNN
Process each region 

independently

ConvNet

Input image

Run whole image
through ConvNet

Image features

Crop + Resize features

Per-Region Network

“Backbone” 
network: 
AlexNet, VGG, 
ResNet, etc

Regions of
Interest (RoIs)
from a proposal
method

Girshick, “Fast R-CNN”, ICCV 2015. Figure copyright Ross Girshick, 2015; source. Reproduced with permission.

CN
N

CN
N

CN
N

Bbox

Class

Bbox

Class

Bbox

Class
Category and box 
transform per region

Fast R-CNN
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Fast R-CNN

ConvNet

Input image

Run whole image
through ConvNet

Image features
Crop + Resize features

Per-Region Network

“Backbone” 
network: 
AlexNet, VGG, 
ResNet, etc

Regions of
Interest (RoIs)
from a proposal
method

Girshick, “Fast R-CNN”, ICCV 2015. Figure copyright Ross Girshick, 2015; source. Reproduced with permission.

CN
N

CN
N

CN
N

Bbox

Class

Bbox

Class

Bbox

Class
Category and box 
transform per region

Most of the computation 
happens in backbone 
network; this saves work for 
overlapping region proposals

Per-Region network is 
relatively lightweight

Fast R-CNN
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Fast R-CNN

ConvNet

Input image

Run whole image
through ConvNet

Image features
Crop + Resize features

Per-Region Network

“Backbone” 
network: 
AlexNet, VGG, 
ResNet, etc

Regions of
Interest (RoIs)
from a proposal
method

Girshick, “Fast R-CNN”, ICCV 2015. Figure copyright Ross Girshick, 2015; source. Reproduced with permission.

CN
N

CN
N

CN
N

Bbox

Class

Bbox

Class

Bbox

Class
Category and box 
transform per region Example:

When using 
AlexNet for 
detection, five 
conv layers are 
used for 
backbone and 
two FC layers are 
used for per-
region network

Fast R-CNN

17
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Input

Softmax

3x3 conv, 64

7x7 conv, 64, / 2

FC 1000

Pool

3x3 conv, 64

3x3 conv, 64

3x3 conv, 64

3x3 conv, 64

3x3 conv, 64

3x3 conv, 128

3x3 conv, 128, / 2

3x3 conv, 128

3x3 conv, 128

3x3 conv, 128

3x3 conv, 128

..

.

3x3 conv, 512

3x3 conv, 512, /2

3x3 conv, 512

3x3 conv, 512

3x3 conv, 512

3x3 conv, 512

PoolFast R-CNN

ConvNet

Input image

Run whole image
through ConvNet

Image features
Crop + Resize features

Per-Region Network

“Backbone” 
network: 
AlexNet, VGG, 
ResNet, etc

Regions of
Interest (RoIs)
from a proposal
method

Girshick, “Fast R-CNN”, ICCV 2015. Figure copyright Ross Girshick, 2015; source. Reproduced with permission.

CN
N

CN
N

CN
N

Bbox

Class

Bbox

Class

Bbox

Class
Category and box 
transform per region Example:

For ResNet, last 
stage is used as 
per-region 
network; the rest 
of the network is 
used as backbone

Fast R-CNN
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Fast R-CNN

ConvNet

Input image

Run whole image
through ConvNet

Image features
Crop + Resize features

Per-Region Network

“Backbone” 
network: 
AlexNet, VGG, 
ResNet, etc

Regions of
Interest (RoIs)
from a proposal
method

Girshick, “Fast R-CNN”, ICCV 2015. Figure copyright Ross Girshick, 2015; source. Reproduced with permission.

CN
N

CN
N

CN
N

Bbox

Class

Bbox

Class

Bbox

Class
Category and box 
transform per region

How to crop 
features?

Fast R-CNN

19



Recall: Receptive Fields

20
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Recall: Receptive Fields

23

Input Image: 8 x 8

3x3 Conv
Stride 1, pad 1

Output Image: 8 x 8

Every position in the 
output feature map 
depends on a 3x3 

receptive field in the input



Input Image: 8 x 8

3x3 Conv
Stride 1, pad 1

Output Image: 8 x 8

Every position in the 
output feature map 
depends on a 3x3 

receptive field in the input

Recall: Receptive Fields

21
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Recall: Receptive Fields
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Input Image: 8 x 8

3x3 Conv
Stride 1, pad 1

Output Image: 8 x 8

Every position in the 
output feature map 
depends on a 5x5 

receptive field in the input

3x3 Conv
Stride 1, pad 1

Recall: Receptive Fields

22
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Recall: Receptive Fields
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Input Image: 8 x 8

3x3 Conv
Stride 1, pad 1

Output Image: 8 x 8

Moving one unit in the 
output space also moves 
the receptive field by one

3x3 Conv
Stride 1, pad 1

Recall: Receptive Fields

23
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Recall: Receptive Fields

27

Input Image: 8 x 8

3x3 Conv
Stride 1, pad 1

Output Image: 8 x 8

Moving one unit in the 
output space also moves 
the receptive field by one

3x3 Conv
Stride 1, pad 1

(0, 0)

(1, 1)

(0, 0)

(1, 1)

There is a correspondence 
between the coordinate 
system of the input and 
the coordinate system of 
the output

Recall: Receptive Fields

24
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Projecting Points

28

Input Image: 8 x 8

3x3 Conv
Stride 1, pad 1

Output Image: 8 x 8

3x3 Conv
Stride 1, pad 1

(0, 0)

(1, 1)

(0, 0)

(1, 1)

There is a correspondence 
between the coordinate 
system of the input and 
the coordinate system of 
the output

(1/3, 1/3) (1/3, 1/3)
We can align arbitrary 
points between coordinate 
system of input and output

Projecting Points

25
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Projecting Points

29

Input Image: 8 x 8

2x2 MaxPool
Stride 2

Output Image: 8 x 8

3x3 Conv
Stride 1, pad 1

(0, 0)

(1, 1)

(0, 0)

(1, 1)

There is a correspondence 
between the coordinate 
system of the input and 
the coordinate system of 
the output

(1/3, 1/3) (1/3, 1/3)
We can align arbitrary 
points between coordinate 
system of input and output

Same logic holds for more complicated 
CNNs, even if spatial resolution of 
input and output are different

Projecting Points

26
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Projecting Points

29

Input Image: 8 x 8

2x2 MaxPool
Stride 2

Output Image: 8 x 8

3x3 Conv
Stride 1, pad 1

(0, 0)

(1, 1)

(0, 0)

(1, 1)

There is a correspondence 
between the coordinate 
system of the input and 
the coordinate system of 
the output

(1/3, 1/3) (1/3, 1/3)
We can align arbitrary 
points between coordinate 
system of input and output

Same logic holds for more complicated 
CNNs, even if spatial resolution of 
input and output are different
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Projecting Points
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Input Image: 8 x 8

4x4 MaxPool
Stride 4

Output Image: 8 x 8

3x3 Conv
Stride 1, pad 1

(0, 0)

(1, 1)

(0, 0)

(1, 1)

There is a correspondence 
between the coordinate 
system of the input and 
the coordinate system of 
the output

(1/3, 1/3) (1/3, 1/3)
We can align arbitrary 
points between coordinate 
system of input and output

Same logic holds for more complicated 
CNNs, even if spatial resolution of 
input and output are different

Projecting Points

27
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Projecting Points

29

Input Image: 8 x 8

2x2 MaxPool
Stride 2

Output Image: 8 x 8

3x3 Conv
Stride 1, pad 1

(0, 0)

(1, 1)

(0, 0)

(1, 1)

There is a correspondence 
between the coordinate 
system of the input and 
the coordinate system of 
the output

(1/3, 1/3) (1/3, 1/3)
We can align arbitrary 
points between coordinate 
system of input and output

Same logic holds for more complicated 
CNNs, even if spatial resolution of 
input and output are different
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Projecting Boxes

31

Input Image: 8 x 8

4x4 MaxPool
Stride 4

Output Image: 8 x 8

3x3 Conv
Stride 1, pad 1

(0, 0)

(1, 1)

(0, 0)

(1, 1)

There is a correspondence 
between the coordinate 
system of the input and 
the coordinate system of 
the output

We can align arbitrary 
points between coordinate 
system of input and output

We can use this idea to project 
bounding boxes between an 
input image and a feature map 

Projecting Points

28
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Projecting Boxes

31

Input Image: 8 x 8

4x4 MaxPool
Stride 4

Output Image: 8 x 8

3x3 Conv
Stride 1, pad 1

(0, 0)

(1, 1)

(0, 0)

(1, 1)

There is a correspondence 
between the coordinate 
system of the input and 
the coordinate system of 
the output

We can align arbitrary 
points between coordinate 
system of input and output

We can use this idea to project 
bounding boxes between an 
input image and a feature map 



Cropping Features: RoI Pool

29Girshick, “Fast R-CNN”, ICCV 2015. 
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Cropping Features: RoI Pool

Input Image
(e.g. 3 x 640 x 480)

CNN

Girshick, “Fast R-CNN”, ICCV 2015.

Image features
(e.g. 512 x 20 x 15)

Want features for the 
box of a fixed size
(2x2 in this example, 
7x7 or 14x14 in practice)
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Cropping Features: RoI Pool

Input Image
(e.g. 3 x 640 x 480)

CNN

Girshick, “Fast R-CNN”, ICCV 2015.

Image features
(e.g. 512 x 20 x 15)

Project proposal 
onto features

Want features for the 
box of a fixed size
(2x2 in this example, 
7x7 or 14x14 in practice)

Cropping Features: RoI Pool

30Girshick, “Fast R-CNN”, ICCV 2015. 




Cropping Features: RoI Pool

31Girshick, “Fast R-CNN”, ICCV 2015. 
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Cropping Features: RoI Pool

Input Image
(e.g. 3 x 640 x 480)

CNN

Girshick, “Fast R-CNN”, ICCV 2015.

Image features
(e.g. 512 x 20 x 15)

Project proposal 
onto features

“Snap” to 
grid cells

Want features for the 
box of a fixed size
(2x2 in this example, 
7x7 or 14x14 in practice)
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Cropping Features: RoI Pool

Input Image
(e.g. 3 x 640 x 480)

CNN

Girshick, “Fast R-CNN”, ICCV 2015.

Image features
(e.g. 512 x 20 x 15)

Project proposal 
onto features

“Snap” to 
grid cells

Divide into 2x2 
grid of (roughly) 
equal subregions

Want features for the 
box of a fixed size
(2x2 in this example, 
7x7 or 14x14 in practice)

Cropping Features: RoI Pool

32Girshick, “Fast R-CNN”, ICCV 2015. 
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Cropping Features: RoI Pool

Input Image
(e.g. 3 x 640 x 480)

CNN

Girshick, “Fast R-CNN”, ICCV 2015.

Image features
(e.g. 512 x 20 x 15)

Project proposal 
onto features

“Snap” to 
grid cells

Divide into 2x2 
grid of (roughly) 
equal subregions

Max-pool within 
each subregion

Region features
(here 512 x 2 x 2;

In practice 512x7x7)

Region features always the 
same size even if input 

regions have different sizes!

Cropping Features: RoI Pool

33Girshick, “Fast R-CNN”, ICCV 2015. 
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Cropping Features: RoI Pool

Input Image
(e.g. 3 x 640 x 480)

CNN

Girshick, “Fast R-CNN”, ICCV 2015.

Image features
(e.g. 512 x 20 x 15)

Project proposal 
onto features

“Snap” to 
grid cells

Divide into 2x2 
grid of (roughly) 
equal subregions

Max-pool within 
each subregion

Region features
(here 512 x 2 x 2;

In practice 512x7x7)

Region features always the 
same size even if input 

regions have different sizes!
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Cropping Features: RoI Pool

Input Image
(e.g. 3 x 640 x 480)

CNN

Girshick, “Fast R-CNN”, ICCV 2015.

Image features
(e.g. 512 x 20 x 15)

Project proposal 
onto features

“Snap” to 
grid cells

Divide into 2x2 
grid of (roughly) 
equal subregions

Max-pool within 
each subregion

Region features
(here 512 x 2 x 2;

In practice 512x7x7)

Region features always the 
same size even if input 

regions have different sizes!
Problem: Slight misalignment due to 
snapping; different-sized subregions is weird

Cropping Features: RoI Pool

34Girshick, “Fast R-CNN”, ICCV 2015. 
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Cropping Features: RoI Pool

Input Image
(e.g. 3 x 640 x 480)

CNN

Girshick, “Fast R-CNN”, ICCV 2015.

Image features
(e.g. 512 x 20 x 15)

Project proposal 
onto features

“Snap” to 
grid cells

Divide into 2x2 
grid of (roughly) 
equal subregions

Max-pool within 
each subregion

Region features
(here 512 x 2 x 2;

In practice 512x7x7)

Region features always the 
same size even if input 

regions have different sizes!
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Cropping Features: RoI Pool

Input Image
(e.g. 3 x 640 x 480)

CNN

Girshick, “Fast R-CNN”, ICCV 2015.

Image features
(e.g. 512 x 20 x 15)

Project proposal 
onto features

“Snap” to 
grid cells

Divide into 2x2 
grid of (roughly) 
equal subregions

Max-pool within 
each subregion

Region features
(here 512 x 2 x 2;

In practice 512x7x7)

Region features always the 
same size even if input 

regions have different sizes!
Problem: Slight misalignment due to 
snapping; different-sized subregions is weird
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Cropping Features: RoI Align

Input Image
(e.g. 3 x 640 x 480)

CNN

He et al, “Mask R-CNN”, ICCV 2017.

Image features
(e.g. 512 x 20 x 15)

Project proposal 
onto features

Want features for the 
box of a fixed size
(2x2 in this example, 
7x7 or 14x14 in practice)

No “snapping”!

Divide into equal-sized subregions
(may not be aligned to grid!)

Cropping Features: RoI Align

35Girshick, “Fast R-CNN”, ICCV 2015. 
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Cropping Features: RoI Align

Input Image
(e.g. 3 x 640 x 480)

CNN

Image features
(e.g. 512 x 20 x 15)

Project proposal 
onto features

He et al, “Mask R-CNN”, ICCV 2017

No “snapping”!

Divide into equal-sized subregions
(may not be aligned to grid!)

Sample features at 
regularly-spaced points 
in each subregion using 
bilinear interpolation

Cropping Features: RoI Align

36He et al, “Mask R-CNN”, ICCV 2017 
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Cropping Features: RoI Align

CNN

Project proposal 
onto features

No “snapping”!

Divide into equal-sized subregions
(may not be aligned to grid!)

Sample features at 
regularly-spaced points 
in each subregion using 
bilinear interpolation

Feature fxy for point (x, y) is a 
linear combination of features 
at its four neighboring grid cells:

f6,6 f7,6

f6,5 f7,5

f6.5,5.8

!!" =#
#,%&'

(
!#,%max 0, 1 − + − +# max 0, 1 − , − ,%

Cropping Features: RoI Align

37He et al, “Mask R-CNN”, ICCV 2017 
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Cropping Features: RoI Align

CNN

Project proposal 
onto features

No “snapping”!

Divide into equal-sized subregions
(may not be aligned to grid!)

Sample features at 
regularly-spaced points 
in each subregion using 
bilinear interpolation

Feature fxy for point (x, y) is a 
linear combination of features 
at its four neighboring grid cells:

f6,6 f7,6

f6,5 f7,5

f6.5,5.8

!!" =#
#,%
!#,%max 0, 1 − + − +# max 0, 1 − , − ,#

f6.5,5.8 = (f6,5 * 0.5 * 0.2) + (f7,5 * 0.5 * 0.2)
+ (f6,6 * 0.5 * 0.8) + (f7,6 * 0.5 * 0.8)  

Cropping Features: RoI Align

38He et al, “Mask R-CNN”, ICCV 2017 
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Cropping Features: RoI Align

CNN

Project proposal 
onto features

No “snapping”! Sample features at 
regularly-spaced points 
in each subregion using 
bilinear interpolation

Feature fxy for point (x, y) is a 
linear combination of features 
at its four neighboring grid cells:

f6,6 f7,6

f6,5 f7,5

f6.5,5.8

f6.5,5.8 = (f6,5 * 0.5 * 0.2) + (f7,5 * 0.5 * 0.2)
+ (f6,6 * 0.5 * 0.8) + (f7,6 * 0.5 * 0.8)  
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Cropping Features: RoI Align

39He et al, “Mask R-CNN”, ICCV 2017 
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Cropping Features: RoI Align

CNN

Project proposal 
onto features

No “snapping”! Sample features at 
regularly-spaced points 
in each subregion using 
bilinear interpolation

Feature fxy for point (x, y) is a 
linear combination of features 
at its four neighboring grid cells:

f6,6 f7,6

f6,5 f7,5

f6.5,5.8

f6.5,5.8 = (f6,5 * 0.5 * 0.2) + (f7,5 * 0.5 * 0.2)
+ (f6,6 * 0.5 * 0.8) + (f7,6 * 0.5 * 0.8)  

0.5

0.8
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Cropping Features: RoI Align

40He et al, “Mask R-CNN”, ICCV 2017 
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Cropping Features: RoI Align

CNN

Project proposal 
onto features

No “snapping”! Sample features at 
regularly-spaced points 
in each subregion using 
bilinear interpolation

Feature fxy for point (x, y) is a 
linear combination of features 
at its four neighboring grid cells:

f6,6 f7,6

f6,5 f7,5

f6.5,5.8

f6.5,5.8 = (f6,5 * 0.5 * 0.2) + (f7,5 * 0.5 * 0.2)
+ (f6,6 * 0.5 * 0.8) + (f7,6 * 0.5 * 0.8)  
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Cropping Features: RoI Align

41He et al, “Mask R-CNN”, ICCV 2017 
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Cropping Features: RoI Align

CNN

Project proposal 
onto features

No “snapping”! Sample features at 
regularly-spaced points 
in each subregion using 
bilinear interpolation

Feature fxy for point (x, y) is a 
linear combination of features 
at its four neighboring grid cells:

f6,6 f7,6

f6,5 f7,5

f6.5,5.8

f6.5,5.8 = (f6,5 * 0.5 * 0.2) + (f7,5 * 0.5 * 0.2)
+ (f6,6 * 0.5 * 0.8) + (f7,6 * 0.5 * 0.8)  

0.5
0.2
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Cropping Features: RoI Align

42He et al, “Mask R-CNN”, ICCV 2017 
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Cropping Features: RoI Align

Input Image
(e.g. 3 x 640 x 480)

CNN

Image features
(e.g. 512 x 20 x 15)

Project proposal 
onto features

He et al, “Mask R-CNN”, ICCV 2017

No “snapping”! Sample features at 
regularly-spaced points 
in each subregion using 
bilinear interpolation
After sampling, max-
pool in each subregion

Region features
(here 512 x 2 x 2;

In practice e.g 512 x 7 x 7)

Cropping Features: RoI Align

43He et al, “Mask R-CNN”, ICCV 2017 
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Fast R-CNN vs “Slow” R-CNN

ConvNet

Input	image

Run	whole	image
through	ConvNet

Image features
Crop	+	Resize	features

Per-Region Network

“Backbone”	
network:	
AlexNet,	VGG,	
ResNet,	etc

Regions	of
Interest	(RoIs)
from	a	proposal
method

CN
N

CN
N

CN
N

Bbox

Class

Bbox

Class

Bbox

Class
Category	and	box	
transform	per	region

Input	
image

Conv
Net

Conv
Net

Conv
Net

Class
Class

Class

Warped	image	
regions	(224x224)

Regions	of	
Interest	(RoI)	
from	a	proposal	
method (~2k)

Forward	each	
region	through	
ConvNet

Bbox
Bbox

Bbox

Fast R-CNN: Apply differentiable 
cropping to shared image features

“Slow” R-CNN: Apply differentiable 
cropping to shared image features

Fast R-CNN: Apply differentiable 
cropping to shared image features

“Slow” R-CNN: Apply differentiable 
cropping to shared image features
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Fast R-CNN vs “Slow” R-CNN

Girshick et al, “Rich feature hierarchies for accurate object detection and semantic segmentation”, CVPR 2014.
He et al, “Spatial pyramid pooling in deep convolutional networks for visual recognition”, ECCV 2014
Girshick, “Fast R-CNN”, ICCV 2015

Girshick et al, “Rich feature hierarchies for accurate object detection and semantic segmentation”, CVPR 2014. 

He et al, “Spatial pyramid pooling in deep convolutional networks for visual recognition”, ECCV 2014 
Girshick, “Fast R-CNN”, ICCV 2015
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Fast R-CNN vs “Slow” R-CNN

Girshick et al, “Rich feature hierarchies for accurate object detection and semantic segmentation”, CVPR 2014.
He et al, “Spatial pyramid pooling in deep convolutional networks for visual recognition”, ECCV 2014
Girshick, “Fast R-CNN”, ICCV 2015

Girshick et al, “Rich feature hierarchies for accurate object detection and semantic segmentation”, CVPR 2014. 

He et al, “Spatial pyramid pooling in deep convolutional networks for visual recognition”, ECCV 2014 
Girshick, “Fast R-CNN”, ICCV 2015


Problem: Runtime 
dominated by region 

proposals
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Fast R-CNN vs “Slow” R-CNN

Girshick et al, “Rich feature hierarchies for accurate object detection and semantic segmentation”, CVPR 2014.
He et al, “Spatial pyramid pooling in deep convolutional networks for visual recognition”, ECCV 2014
Girshick, “Fast R-CNN”, ICCV 2015

Girshick et al, “Rich feature hierarchies for accurate object detection and semantic segmentation”, CVPR 2014. 

He et al, “Spatial pyramid pooling in deep convolutional networks for visual recognition”, ECCV 2014 
Girshick, “Fast R-CNN”, ICCV 2015


Problem: Runtime 
dominated by region 

proposals
Recall: Region proposals computed by 

heuristic “Selective search” algorithm on 
CPU — let’s learn them with a CNN
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Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 

Figure copyright 2015, Ross Girshick; reproduced with permission 
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Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
Figure copyright 2015, Ross Girshick; reproduced with permission

Insert Region Proposal 
Network (RPN) to predict 
proposals from features

Otherwise same as Fast R-CNN: 
Crop features for each 
proposal, classify each one

Faster R-CNN: Learnable Region Proposals
Insert Region Proposal 

Network (RPN) to predict 
proposals from features

Otherwise same as Fast R-CNN: 
Crop features for each proposal, 

classify each one
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Region Proposal Network (RPN)

CNN

Input Image
(e.g. 3 x 640 x 480)

Image features
(e.g. 512 x 5 x 6)

Run backbone CNN to get 
features aligned to input image

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
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Region Proposal Network (RPN)

CNN

Run backbone CNN to get 
features aligned to input image

Each feature corresponds 
to a point in the input

Input Image
(e.g. 3 x 640 x 480)

Image features
(e.g. 512 x 5 x 6)

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015

Region Proposal Network (RPN)

50Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 
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Region Proposal Network (RPN)

CNN

Run backbone CNN to get 
features aligned to input image

Each feature corresponds 
to a point in the input

Imagine an anchor box
of fixed size at each 

point in the feature map

Input Image
(e.g. 3 x 640 x 480)

Image features
(e.g. 512 x 5 x 6)

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
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Region Proposal Network (RPN)
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Run backbone CNN to get 
features aligned to input image

Each feature corresponds 
to a point in the input

Input Image
(e.g. 3 x 640 x 480)

Image features
(e.g. 512 x 5 x 6)

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
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Region Proposal Network (RPN)

CNN

Run backbone CNN to get 
features aligned to input image

Each feature corresponds 
to a point in the input

Imagine an anchor box
of fixed size at each 

point in the feature map

Input Image
(e.g. 3 x 640 x 480)

Image features
(e.g. 512 x 5 x 6)

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
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Region Proposal Network (RPN)

CNN

Run backbone CNN to get 
features aligned to input image

Each feature corresponds 
to a point in the input

Input Image
(e.g. 3 x 640 x 480)

Image features
(e.g. 512 x 5 x 6)

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
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Region Proposal Network (RPN)

CNN

Run backbone CNN to get 
features aligned to input image

Each feature corresponds 
to a point in the input

Imagine an anchor box
of fixed size at each 

point in the feature map

Input Image
(e.g. 3 x 640 x 480)

Image features
(e.g. 512 x 5 x 6)

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
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Region Proposal Network (RPN)

CNN

Run backbone CNN to get 
features aligned to input image

Each feature corresponds 
to a point in the input

Input Image
(e.g. 3 x 640 x 480)

Image features
(e.g. 512 x 5 x 6)

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
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Region Proposal Network (RPN)

CNN

Run backbone CNN to get 
features aligned to input image

Each feature corresponds 
to a point in the input

Imagine an anchor box
of fixed size at each 

point in the feature map

Input Image
(e.g. 3 x 640 x 480)

Image features
(e.g. 512 x 5 x 6)

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
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Region Proposal Network (RPN)

CNN

Run backbone CNN to get 
features aligned to input image

Each feature corresponds 
to a point in the input

Input Image
(e.g. 3 x 640 x 480)

Image features
(e.g. 512 x 5 x 6)

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
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Region Proposal Network (RPN)

CNN

Run backbone CNN to get 
features aligned to input image

Each feature corresponds 
to a point in the input

Imagine an anchor box
of fixed size at each 

point in the feature map

Input Image
(e.g. 3 x 640 x 480)

Image features
(e.g. 512 x 5 x 6)

Classify each anchor as 
positive (object) or 
negative (no object)Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
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Region Proposal Network (RPN)

CNN

Run backbone CNN to get 
features aligned to input image

Each feature corresponds 
to a point in the input

Imagine an anchor box
of fixed size at each 

point in the feature map

Input Image
(e.g. 3 x 640 x 480)

Image features
(e.g. 512 x 5 x 6)

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
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Region Proposal Network (RPN)

CNN

Run backbone CNN to get 
features aligned to input image

Each feature corresponds 
to a point in the input

Input Image
(e.g. 3 x 640 x 480)

Image features
(e.g. 512 x 5 x 6)

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
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Region Proposal Network (RPN)

CNN

Run backbone CNN to get 
features aligned to input image

Each feature corresponds 
to a point in the input

Imagine an anchor box
of fixed size at each 

point in the feature map

Input Image
(e.g. 3 x 640 x 480)

Image features
(e.g. 512 x 5 x 6)

Classify each anchor as 
positive (object) or 
negative (no object)Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
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Region Proposal Network (RPN)

CNN

Run backbone CNN to get 
features aligned to input image

Each feature corresponds 
to a point in the input

Input Image
(e.g. 3 x 640 x 480)

Image features
(e.g. 512 x 5 x 6)

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
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Region Proposal Network (RPN)

CNN

Run backbone CNN to get 
features aligned to input image

Each feature corresponds 
to a point in the input

Imagine an anchor box
of fixed size at each 

point in the feature map

Input Image
(e.g. 3 x 640 x 480)

Image features
(e.g. 512 x 5 x 6)

Classify each anchor as 
positive (object) or 
negative (no object)Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
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Region Proposal Network (RPN)

CNN

Run backbone CNN to get 
features aligned to input image

Each feature corresponds 
to a point in the input

Imagine an anchor box
of fixed size at each 

point in the feature map

Input Image
(e.g. 3 x 640 x 480)

Image features
(e.g. 512 x 5 x 6)

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
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Region Proposal Network (RPN)

CNN

Run backbone CNN to get 
features aligned to input image

Each feature corresponds 
to a point in the input

Input Image
(e.g. 3 x 640 x 480)

Image features
(e.g. 512 x 5 x 6)

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
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Region Proposal Network (RPN)

CNN

Run backbone CNN to get 
features aligned to input image

Each feature corresponds 
to a point in the input

Imagine an anchor box
of fixed size at each 

point in the feature map

Input Image
(e.g. 3 x 640 x 480)

Image features
(e.g. 512 x 5 x 6)

Classify each anchor as 
positive (object) or 
negative (no object)Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
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Region Proposal Network (RPN)

CNN

Run backbone CNN to get 
features aligned to input image

Each feature corresponds 
to a point in the input

Input Image
(e.g. 3 x 640 x 480)

Image features
(e.g. 512 x 5 x 6)

Classify each anchor as 
positive (object) or 
negative (no object)

Conv

Anchor is 
object?
2 x 5 x 6

Predict object vs not object 
scores for all anchors with 
a conv layer (512 input 
filters, 2 output filters)

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
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Region Proposal Network (RPN)

CNN

Run backbone CNN to get 
features aligned to input image

Each feature corresponds 
to a point in the input

Input Image
(e.g. 3 x 640 x 480)

Image features
(e.g. 512 x 5 x 6)

Classify each anchor as 
positive (object) or 
negative (no object)

Conv

Anchor is 
object?
2 x 5 x 6

Anchor 
transforms

4 x 5 x 6

For positive anchors, also 
predict a transform that 
converting the anchor to 
the GT box (like R-CNN)
Predict transforms with conv

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
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Region Proposal Network (RPN)

CNN

Run backbone CNN to get 
features aligned to input image

Each feature corresponds 
to a point in the input

Input Image
(e.g. 3 x 640 x 480)

Image features
(e.g. 512 x 5 x 6)

Classify each anchor as 
positive (object) or 
negative (no object)

Conv

Anchor is 
object?
2 x 5 x 6

Anchor 
transforms

4 x 5 x 6

For positive anchors, also 
predict a transform that 
converting the anchor to 
the GT box (like R-CNN)
Predict transforms with conv

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
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Region Proposal Network (RPN)

CNN

Run backbone CNN to get 
features aligned to input image

Each feature corresponds 
to a point in the input

Input Image
(e.g. 3 x 640 x 480)

Image features
(e.g. 512 x 5 x 6)

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
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Region Proposal Network (RPN)

CNN

Run backbone CNN to get 
features aligned to input image

Each feature corresponds 
to a point in the input

Imagine an anchor box
of fixed size at each 

point in the feature map

Input Image
(e.g. 3 x 640 x 480)

Image features
(e.g. 512 x 5 x 6)

Classify each anchor as 
positive (object) or 
negative (no object)Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015

Justin Johnson March 9, 2022Lecture 14 - 62

Region Proposal Network (RPN)

CNN

Run backbone CNN to get 
features aligned to input image

Each feature corresponds 
to a point in the input

Input Image
(e.g. 3 x 640 x 480)

Image features
(e.g. 512 x 5 x 6)

Classify each anchor as 
positive (object) or 
negative (no object)

Conv

Anchor is 
object?
2 x 5 x 6

For positive anchors, also 
predict a transform that 
converting the anchor to 
the GT box (like R-CNN)

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
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Region Proposal Network (RPN)

CNN

Run backbone CNN to get 
features aligned to input image

Each feature corresponds 
to a point in the input

Input Image
(e.g. 3 x 640 x 480)

Image features
(e.g. 512 x 5 x 6)

Classify each anchor as 
positive (object) or 
negative (no object)

Conv

Anchor is 
object?
2 x 5 x 6

Anchor 
transforms

4 x 5 x 6

For positive anchors, also 
predict a transform that 
converting the anchor to 
the GT box (like R-CNN)
Predict transforms with conv

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
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Region Proposal Network (RPN)

CNN

Run backbone CNN to get 
features aligned to input image

Each feature corresponds 
to a point in the input

Input Image
(e.g. 3 x 640 x 480)

Image features
(e.g. 512 x 5 x 6)
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Region Proposal Network (RPN)

CNN

Run backbone CNN to get 
features aligned to input image

Each feature corresponds 
to a point in the input

Imagine an anchor box
of fixed size at each 

point in the feature map

Input Image
(e.g. 3 x 640 x 480)

Image features
(e.g. 512 x 5 x 6)

Classify each anchor as 
positive (object) or 
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Region Proposal Network (RPN)

CNN

Run backbone CNN to get 
features aligned to input image

Each feature corresponds 
to a point in the input

Input Image
(e.g. 3 x 640 x 480)

Image features
(e.g. 512 x 5 x 6)

Classify each anchor as 
positive (object) or 
negative (no object)

Conv

Anchor is 
object?
2 x 5 x 6

For positive anchors, also 
predict a transform that 
converting the anchor to 
the GT box (like R-CNN)

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
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Region Proposal Network (RPN)

CNN

Run backbone CNN to get 
features aligned to input image

Each feature corresponds 
to a point in the input

Input Image
(e.g. 3 x 640 x 480)

Image features
(e.g. 512 x 5 x 6)

Conv

Anchor is 
object?

2K x 5 x 6

Anchor 
transforms
4K x 5 x 6

In practice: Rather than using 
one anchor per point, instead 
consider K different anchors 
with different size and scale
(here K = 6)

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
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Region Proposal Network (RPN)

CNN

Run backbone CNN to get 
features aligned to input image

Each feature corresponds 
to a point in the input
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In practice: Rather than using 
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consider K different anchors 
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some GT box (plus highest IoU to 
each GT)

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015Justin Johnson March 9, 2022Lecture 14 - 64

Region Proposal Network (RPN)

CNN

Run backbone CNN to get 
features aligned to input image

Each feature corresponds 
to a point in the input

Input Image
(e.g. 3 x 640 x 480)

Image features
(e.g. 512 x 5 x 6)

Conv

Anchor is 
object?

2K x 5 x 6

Anchor 
transforms
4K x 5 x 6

In practice: Rather than using 
one anchor per point, instead 
consider K different anchors 
with different size and scale
(here K = 6)

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015



Justin Johnson March 9, 2022Lecture 14 - 64

Region Proposal Network (RPN)

CNN

Run backbone CNN to get 
features aligned to input image

Each feature corresponds 
to a point in the input

Input Image
(e.g. 3 x 640 x 480)

Image features
(e.g. 512 x 5 x 6)

Conv

Anchor is 
object?

2K x 5 x 6

Anchor 
transforms
4K x 5 x 6

In practice: Rather than using 
one anchor per point, instead 
consider K different anchors 
with different size and scale
(here K = 6)

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015

Region Proposal Network (RPN)

63Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 
Justin Johnson March 9, 2022Lecture 14 - 54

Region Proposal Network (RPN)

CNN

Run backbone CNN to get 
features aligned to input image

Each feature corresponds 
to a point in the input

Input Image
(e.g. 3 x 640 x 480)

Image features
(e.g. 512 x 5 x 6)

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015

Justin Johnson March 9, 2022Lecture 14 - 67

Region Proposal Network (RPN)

CNN

Run backbone CNN to get 
features aligned to input image

Each feature corresponds 
to a point in the input

Input Image
(e.g. 3 x 640 x 480)

Image features
(e.g. 512 x 5 x 6)

Conv

Anchor is 
object?

2K x 5 x 6

Anchor 
transforms
4K x 5 x 6

In practice: Rather than using 
one anchor per point, instead 
consider K different anchors 
with different size and scale
(here K = 6)

Negative anchors: < 0.3 IoU with 
all GT boxes. Don’t supervised 
transforms for negative boxes.
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In practice: Rather than using 
one anchor per point, instead 
consider K different anchors 
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At test-time, sort all K*5*6 boxes 
by their positive score, take top 
300 as our region proposals
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Insert Region Proposal 
Network (RPN) to predict 
proposals from features

Otherwise same as Fast R-CNN: 
Crop features for each 
proposal, classify each one

Faster R-CNN: Learnable Region Proposals
Jointly train four losses: 
1. RPN classification: anchor box is object / not 

an object  

2. RPN regression: predict transform from 
anchor box to proposal box  

3. Object classification: classify proposals as 
background / object class  

4. Object regression: predict transform from 
proposal box to object box 
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Faster R-CNN: Learnable Region Proposals
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Extend Faster R-CNN 
to Image Segmentation: Mask R-CNN

Classification
Semantic 

Segmentation
Object  

Detection
Instance  

Segmentation

“Chocolate Pretzels”

No spatial extent

Chocolate Pretzels,  
Shelf

No objects, just pixels

Flipz, Hershey’s, Keese's

Multiple objects
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Extend Faster R-CNN 
to Instance Segmentation: Mask R-CNN

Instance Segmentation 
Detect all objects in the image and 
identify the pixels that belong to 
each object (Only things!)

Approach 
Perform object detection then 
predict a segmentation mask for 
each object detected!
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Extend Faster R-CNN into Mask R-CNN

Faster R-CNN 
1. Feature Extraction at the image-level

2. Regions of Interest proposal from 

feature map

3. In Parallel 

1. Object classification: classify 
proposals


2. Object regression: predict transform 
from proposal box to object box 
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Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
Figure copyright 2015, Ross Girshick; reproduced with permission

Insert Region Proposal 
Network (RPN) to predict 
proposals from features

Otherwise same as Fast R-CNN: 
Crop features for each 
proposal, classify each one

Faster R-CNN: Learnable Region Proposals

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 

Figure copyright 2015, Ross Girshick.
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Extend Faster R-CNN into Mask R-CNN
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Insert Region Proposal 
Network (RPN) to predict 
proposals from features

Otherwise same as Fast R-CNN: 
Crop features for each 
proposal, classify each one

Faster R-CNN: Learnable Region ProposalsFaster R-CNN 
1. Feature Extraction at the image-level

2. Regions of Interest proposal from 

feature map

3. In Parallel


a. Object Classification: classify 
proposals


b. Object Regression: predict transform 
from proposal box to object box 


c. Mask Prediction: predict a binary 
mask for every region

Mask R-CNN
Mask Prediction

He et al., “Mask R-CNN”, ICCV 2017
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Mask R-CNN
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Mask R-CNN

He et al, “Mask R-CNN”, ICCV 2017

RoI Align Conv

Classification Scores: C 
Box coordinates (per class): 
4 * C

CNN
+RPN

Conv

Predict a mask for 
each of C classes:

C x 28 x 28

256 x 14 x 14 256 x 14 x 14

He et al., “Mask R-CNN”, ICCV 2017
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Mask R-CNN: Very Good Results!
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Figure 5. More results of Mask R-CNN on COCO test images, using ResNet-101-FPN and running at 5 fps, with 35.7 mask AP (Table 1).

backbone AP AP50 AP75 APS APM APL

MNC [10] ResNet-101-C4 24.6 44.3 24.8 4.7 25.9 43.6
FCIS [26] +OHEM ResNet-101-C5-dilated 29.2 49.5 - 7.1 31.3 50.0
FCIS+++ [26] +OHEM ResNet-101-C5-dilated 33.6 54.5 - - - -
Mask R-CNN ResNet-101-C4 33.1 54.9 34.8 12.1 35.6 51.1
Mask R-CNN ResNet-101-FPN 35.7 58.0 37.8 15.5 38.1 52.4
Mask R-CNN ResNeXt-101-FPN 37.1 60.0 39.4 16.9 39.9 53.5

Table 1. Instance segmentation mask AP on COCO test-dev. MNC [10] and FCIS [26] are the winners of the COCO 2015 and 2016
segmentation challenges, respectively. Without bells and whistles, Mask R-CNN outperforms the more complex FCIS+++, which includes
multi-scale train/test, horizontal flip test, and OHEM [38]. All entries are single-model results.

can predict K masks per RoI, but we only use the k-th mask,
where k is the predicted class by the classification branch.
The m⇥m floating-number mask output is then resized to
the RoI size, and binarized at a threshold of 0.5.

Note that since we only compute masks on the top 100
detection boxes, Mask R-CNN adds a small overhead to its
Faster R-CNN counterpart (e.g., ⇠20% on typical models).

4. Experiments: Instance Segmentation
We perform a thorough comparison of Mask R-CNN to

the state of the art along with comprehensive ablations on
the COCO dataset [28]. We report the standard COCO met-
rics including AP (averaged over IoU thresholds), AP50,
AP75, and APS , APM , APL (AP at different scales). Un-
less noted, AP is evaluating using mask IoU. As in previous
work [5, 27], we train using the union of 80k train images
and a 35k subset of val images (trainval35k), and re-
port ablations on the remaining 5k val images (minival).
We also report results on test-dev [28].

4.1. Main Results
We compare Mask R-CNN to the state-of-the-art meth-

ods in instance segmentation in Table 1. All instantia-
tions of our model outperform baseline variants of pre-
vious state-of-the-art models. This includes MNC [10]
and FCIS [26], the winners of the COCO 2015 and 2016
segmentation challenges, respectively. Without bells and
whistles, Mask R-CNN with ResNet-101-FPN backbone
outperforms FCIS+++ [26], which includes multi-scale
train/test, horizontal flip test, and online hard example min-
ing (OHEM) [38]. While outside the scope of this work, we
expect many such improvements to be applicable to ours.

Mask R-CNN outputs are visualized in Figures 2 and 5.
Mask R-CNN achieves good results even under challeng-
ing conditions. In Figure 6 we compare our Mask R-CNN
baseline and FCIS+++ [26]. FCIS+++ exhibits systematic
artifacts on overlapping instances, suggesting that it is chal-
lenged by the fundamental difficulty of instance segmenta-
tion. Mask R-CNN shows no such artifacts.

5

He et al., “Mask R-CNN”, ICCV 2017
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Insert Region Proposal 
Network (RPN) to predict 
proposals from features

Otherwise same as Fast R-CNN: 
Crop features for each 
proposal, classify each one

Faster R-CNN: Learnable Region Proposals
1. Feature Extraction at the image-level

2. Regions of Interest proposal from 

feature map

3. In Parallel


a. Object Classification: classify 
proposals


b. Object Regression: predict transform 
from proposal box to object box 


c. Mask Prediction: predict a binary 
mask for every region


d. Keypoint Prediction: predict binary 
mask for human key points

Mask R-CNN
Mask Prediction

He et al., “Mask R-CNN”, ICCV 2017


Keypoint 
Prediction
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Justin Johnson March 14, 2022Lecture 15 - 91

Mask R-CNN: Keypoints

He et al, “Mask R-CNN”, ICCV 2017

RoI Align Conv…

Classification Scores: C 
Box coordinates (per class): 4 * C
Segmentation mask: C x 28 x 28

CNN
+RPN

256 x 14 x 14
Keypoint masks:

K x 56 x 56

Left ankle Right ankle

…

One mask for each of 
the K different keypoints

Ground-truth has one “pixel” turned on 
per keypoint. Train with softmax loss
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Figure 7. Keypoint detection results on COCO test using Mask R-CNN (ResNet-50-FPN), with person segmentation masks predicted
from the same model. This model has a keypoint AP of 63.1 and runs at 5 fps.

APkp APkp
50 APkp

75 APkp
M APkp

L

CMU-Pose+++ [6] 61.8 84.9 67.5 57.1 68.2
G-RMI [32]† 62.4 84.0 68.5 59.1 68.1
Mask R-CNN, keypoint-only 62.7 87.0 68.4 57.4 71.1
Mask R-CNN, keypoint & mask 63.1 87.3 68.7 57.8 71.4

Table 4. Keypoint detection AP on COCO test-dev. Ours is a
single model (ResNet-50-FPN) that runs at 5 fps. CMU-Pose+++
[6] is the 2016 competition winner that uses multi-scale testing,
post-processing with CPM [44], and filtering with an object detec-
tor, adding a cumulative ⇠5 points (clarified in personal commu-
nication). †: G-RMI was trained on COCO plus MPII [1] (25k im-
ages), using two models (Inception-ResNet-v2 for bounding box
detection and ResNet-101 for keypoints).

single point to be detected). We note that as in instance seg-
mentation, the K keypoints are still treated independently.

We adopt the ResNet-FPN variant, and the keypoint head
architecture is similar to that in Figure 4 (right). The key-
point head consists of a stack of eight 3⇥3 512-d conv lay-
ers, followed by a deconv layer and 2⇥ bilinear upscaling,
producing an output resolution of 56⇥56. We found that
a relatively high resolution output (compared to masks) is
required for keypoint-level localization accuracy.

Models are trained on all COCO trainval35k im-
ages that contain annotated keypoints. To reduce overfit-
ting, as this training set is smaller, we train using image
scales randomly sampled from [640, 800] pixels; inference
is on a single scale of 800 pixels. We train for 90k iterations,
starting from a learning rate of 0.02 and reducing it by 10 at
60k and 80k iterations. We use bounding-box NMS with a
threshold of 0.5. Other details are identical as in §3.1.

Main Results and Ablations: We evaluate the person key-
point AP (APkp) and experiment with a ResNet-50-FPN
backbone; more backbones will be studied in the appendix.
Table 4 shows that our result (62.7 APkp) is 0.9 points higher
than the COCO 2016 keypoint detection winner [6] that
uses a multi-stage processing pipeline (see caption of Ta-
ble 4). Our method is considerably simpler and faster.

More importantly, we have a unified model that can si-

APbb
person

APmask
person

APkp

Faster R-CNN 52.5 - -
Mask R-CNN, mask-only 53.6 45.8 -
Mask R-CNN, keypoint-only 50.7 - 64.2
Mask R-CNN, keypoint & mask 52.0 45.1 64.7

Table 5. Multi-task learning of box, mask, and keypoint about the
person category, evaluated on minival. All entries are trained
on the same data for fair comparisons. The backbone is ResNet-
50-FPN. The entries with 64.2 and 64.7 AP on minival have
test-dev AP of 62.7 and 63.1, respectively (see Table 4).

APkp APkp
50 APkp

75 APkp
M APkp

L

RoIPool 59.8 86.2 66.7 55.1 67.4
RoIAlign 64.2 86.6 69.7 58.7 73.0

Table 6. RoIAlign vs. RoIPool for keypoint detection on
minival. The backbone is ResNet-50-FPN.

multaneously predict boxes, segments, and keypoints while
running at 5 fps. Adding a segment branch (for the per-
son category) improves the APkp to 63.1 (Table 4) on
test-dev. More ablations of multi-task learning on
minival are in Table 5. Adding the mask branch to the
box-only (i.e., Faster R-CNN) or keypoint-only versions
consistently improves these tasks. However, adding the
keypoint branch reduces the box/mask AP slightly, suggest-
ing that while keypoint detection benefits from multitask
training, it does not in turn help the other tasks. Neverthe-
less, learning all three tasks jointly enables a unified system
to efficiently predict all outputs simultaneously (Figure 7).

We also investigate the effect of RoIAlign on keypoint
detection (Table 6). Though this ResNet-50-FPN backbone
has finer strides (e.g., 4 pixels on the finest level), RoIAlign
still shows significant improvement over RoIPool and in-
creases APkp by 4.4 points. This is because keypoint detec-
tions are more sensitive to localization accuracy. This again
indicates that alignment is essential for pixel-level localiza-
tion, including masks and keypoints.

Given the effectiveness of Mask R-CNN for extracting
object bounding boxes, masks, and keypoints, we expect it
be an effective framework for other instance-level tasks.

8



Two Stage vs One Stage Detectors

77Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 

Figure copyright 2015, Ross Girshick.

Justin Johnson March 9, 2022Lecture 14 - 52

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
Figure copyright 2015, Ross Girshick; reproduced with permission

Insert Region Proposal 
Network (RPN) to predict 
proposals from features

Otherwise same as Fast R-CNN: 
Crop features for each 
proposal, classify each one

Faster R-CNN: Learnable Region Proposals
Faster R-CNN is a two-stage object detector

First stage: Run once per image

• Backbone Network

• Region Proposal Network

Second stage: Run once per region

• Crop features: RoI pool / align

• Predict Object Class

• Prediction bbox offset
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