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Motivation Behind Diffusion Model

Text Input ~ “Generate an image where the attendees are getting bored during my presentation on diffusion policies.”

Image Output ~ Generated using ChatGPT - 4o
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Motivation Behind Diffusion Model

Text Input ~ ‘Generate an image of Porsche 911’

Diffusion 
Model

Image Source: ChatGPT - 4o
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Denoising Diffusion Probabilistic Models

Ref: Ho, J., Jain, A. and Abbeel, P., 2020. Denoising diffusion probabilistic models. Advances in neural information processing systems, 33, pp.6840-6851.



Denoising Diffusion Probabilistic Models

Diffusion Process / Adding Noise

Reverse Diffusion Process / Removing Noise

Ref: Ho, J., Jain, A. and Abbeel, P., 2020. Denoising diffusion probabilistic models. Advances in neural information processing systems, 33, pp.6840-6851.
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Diffusion Process / Adding Noise

Diffusion Process / Adding Noise

Joint probability of the states x1, x2, ..., xT in a Markov chain, given the initial state x0.

Ref: Ho, J., Jain, A. and Abbeel, P., 2020. Denoising diffusion probabilistic models. Advances in neural information processing systems, 33, pp.6840-6851.
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Diffusion Process / Adding Noise

Ref: Ho, J., Jain, A. and Abbeel, P., 2020. Denoising diffusion probabilistic models. Advances in neural information processing systems, 33, pp.6840-6851.

● β1 = 0.0001, β2 = 0.0003, β3 = 0.0005 
● noise = 5
● input = 10

q(X1|X0) = (√(1-0.0001)*10) + (√0.0001*5) = 10.0494
q(X2|X1) = (√(1-0.0003)*9.9999) + (√0.0003*5) = 10.1344
q(X3|X2) = (√(1-0.0005)*1.0012 + (√0.0005*5) = 10.24

● α = 0.9999, α= 0.9997, α = 0.9995
● α’ = 0.9999,  α’ = 0.9996, α’ = 0.9991
● noise = 5
● input = 10

q(X3|X0) = √(0.9991)*10 + √(1-0.9991)*5 = 10.14



Diffusion Process / Adding Noise

Diffusion Process / Adding Noise

Ref: Ho, J., Jain, A. and Abbeel, P., 2020. Denoising diffusion probabilistic models. Advances in neural information processing systems, 33, pp.6840-6851.



Reverse Diffusion / Removing Noise

Reverse Diffusion Process / Removing Noise

Where,

Ref: Ho, J., Jain, A. and Abbeel, P., 2020. Denoising diffusion probabilistic models. Advances in neural information processing systems, 33, pp.6840-6851.

For more 
information 

please refer the 
paper

This is what the model is trying to learn
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Training a Diffusion Model

X0

t = 200

Random 
Time Step

Random 

Noise (ϵ)

Predicted NoiseNoisy Image

Time Step (t)

Ref: Ho, J., Jain, A. and Abbeel, P., 2020. Denoising diffusion probabilistic models. Advances in neural information processing systems, 33, pp.6840-6851.
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Sampling from a Diffusion Model

Ref: Ho, J., Jain, A. and Abbeel, P., 2020. Denoising diffusion probabilistic models. Advances in neural information processing systems, 33, pp.6840-6851.

for t = T,...1
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Denoising Diffusion Probabilistic Models

Stanford Cars Image Dataset

Diffusion Model

Hardware: RTX 3090 Ti
Train Time: 1.5 days
Epochs: 500

Dataset Source: https://www.kaggle.com/datasets/jessicali9530/stanford-cars-dataset

https://www.kaggle.com/datasets/jessicali9530/stanford-cars-dataset


Denoising Diffusion Probabilistic Models

Diffused Cars!
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Unconditioned v/s Conditioned

Predicted NoiseNoisy Image

Time Step (t)

UNet

Predicted NoiseNoisy Image

Time Step (t) 
+ 

Condition (y)

UNet



Conditioned Diffusion

Model

Ref: Ho, J. and Salimans, T., 2022. Classifier-free diffusion guidance. arXiv preprint arXiv:2207.12598.
University of Michigan - Diffusion Models Lecture: https://www.eecs.umich.edu/courses/eecs442-ahowens/fa23/slides/lec11-diffusion.pdf

https://www.eecs.umich.edu/courses/eecs442-ahowens/fa23/slides/lec11-diffusion.pdf
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Policy Learning
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Policy Learning

Policy: Given current observations, Policy tells a robot what to do next.

Image Source: https://www.lakeelsinorehonda.com/blogs/5482/9-things-you-didnt-know-about-self-driving-cars
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Policy Learning

Policy: Given current observations, Policy tells a robot what to do next.
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Policy Learning

Policy: Given current observations, Policy tells a robot what to do next.

Image Source: https://www.lakeelsinorehonda.com/blogs/5482/9-things-you-didnt-know-about-self-driving-cars

Policy “Turn Left”

https://www.lakeelsinorehonda.com/blogs/5482/9-things-you-didnt-know-about-self-driving-cars


Policy Learning

Policy: Given current observations, Policy tells a robot what to do next.

Image Source: https://www.lakeelsinorehonda.com/blogs/5482/9-things-you-didnt-know-about-self-driving-cars

Policy “Turn Left”

Policy can be hardcoded or can be learned through data(Policy Learning)

https://www.lakeelsinorehonda.com/blogs/5482/9-things-you-didnt-know-about-self-driving-cars
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Toy Problem Definition

- Robot End Effector need to move from 
Start to the End .

- End Effector      location(State) is defined by 
two variable (x, y) : x, y ∈ [0, 1000]

- Example: EFF is at (400, 800)



Toy Problem Definition

- Robot End Effector need to move from 
Start to the End .

- End Effector      location(State) is defined by 
two variable (x, y) : x, y ∈ [0, 1000]

- Example: EFF is at (400, 800)

- Action is defined by two variables 
(x, y) : x, y ∈ [0, 1000]

- Example: Go to (405, 790)



Toy Problem Data
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- We formulate our problem as a Supervised 
Learning problem.

- Let’s say we collected data from human 
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*** toy data was generated using two equations of circle centered at (500,0) and (500,1000).



Toy Problem Data

- We formulate our problem as a Supervised 
Learning problem.

- Let’s say we collected data from human 
demonstration to complete the task***

- Every dot in the plot represents action 
taken by robot’s end effector

*** toy data was generated using two equations of circle centered at (500,0) and (500,1000).



Toy Problem Data

Now we have “State” to “Action” mapping to train our Model.



Toy Problem Data

State/ 
Observation

Now we have “State” to “Action” mapping to train our Model.



Toy Problem Data

State/ 
Observation

Action

Now we have “State” to “Action” mapping to train our Model.
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Toy Problem Data
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Some Nuances before Building a Model

- It takes time to infer from the model, robot will be idle for a this time?

- Move the robot while model is predicting in parallel.

- Only having information about current location is enough??

- Provide history of states

- Only predicting the next Action is not efficient, motion will be Zig-Zaggy

- Predict sequence of actions



Some Nuances before Building a Model

- For Toy Example:
- Observation Horizon: 5
- Prediction Horizon: 16
- Action Horizon: 8 (used when policy is rolled out)

-4 -3 -2 -1 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14

Observation:

Action Pred:

Action Used:

time:

t



Toy Model Denoising

With the setup discuss we train a Diffusion Model to predict next 16 actions 
conditioned upon the last 5 states.

The output from the model is visualized in next slide.



Toy Model Denoising
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Transfer to Real Robot for Manipulation



Transfer to Real Robot for Manipulation
- Observation could include

- Robot EEF location & orientation
- Robot Joint Configuration
- Image Input
- Other information that you want 

your model to have….

- Action could be:
- Robot EFF location & orientation
- Robot Joint Configuration
- Joint Velocities, etc.

C. Chi et al., "Diffusion Policy: Visuomotor Policy Learning via Action Diffusion," arXiv preprint arXiv:2303.04137, 2024. [Online]. Available: 
https://arxiv.org/abs/2303.04137

https://arxiv.org/abs/2303.04137


Diffusion Policy Paper

How does the Maths transfer from Image Space?



How does Maths Transfer from Image Space?

Unconditional Image 
generation

C. Chi et al., "Diffusion Policy: Visuomotor Policy Learning via Action Diffusion," arXiv preprint arXiv:2303.04137, 2024. [Online]. Available: 
https://arxiv.org/abs/2303.04137
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How does Maths Transfer from Image Space?

Two Modifications:

1. Image(x) -> Action(A)

2. Denoising conditioned 
on observation(O)

Unconditional Image 
generation

Conditional Image 
Generation
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How does Maths Transfer from Image Space?

Two Modifications:

1. Image(x) -> Action(A)

2. Denoising conditioned 
on observation(O)

Unconditional Image 
generation

Conditional Image 
Generation

Action Prediction

C. Chi et al., "Diffusion Policy: Visuomotor Policy Learning via Action Diffusion," arXiv preprint arXiv:2303.04137, 2024. [Online]. Available: 
https://arxiv.org/abs/2303.04137
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How does Maths Transfer from Image Space?

Two Modifications:

1. Image(x) -> Action(A)

2. Denoising conditioned 
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Unconditional Image 
generation
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Generation

Action Prediction

C. Chi et al., "Diffusion Policy: Visuomotor Policy Learning via Action Diffusion," arXiv preprint arXiv:2303.04137, 2024. [Online]. Available: 
https://arxiv.org/abs/2303.04137

https://arxiv.org/abs/2303.04137


Diffusion Policy Paper

What advantages does using diffusion for learning policy have?



1. MultiModal Action Distribution
If half of the data say move right and the other half says move left:

C. Chi et al., "Diffusion Policy: Visuomotor Policy Learning via Action Diffusion," arXiv preprint arXiv:2303.04137, 2024. [Online]. Available: 
https://arxiv.org/abs/2303.04137
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1. MultiModal Action Distribution
If half of the data say move right and the other half says move left:

Simple MLPs -> Move Center

C. Chi et al., "Diffusion Policy: Visuomotor Policy Learning via Action Diffusion," arXiv preprint arXiv:2303.04137, 2024. [Online]. Available: 
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https://arxiv.org/abs/2303.04137


2. High Dimensional Output Space

For a Image size of:  64*64

Output Dimensions: 12288
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2. High Dimensional Output Space

Allows joint inference of sequence of Actions.

Toy example:    (2 * 16) ->    32 dimensional output

6-DOF Manipulator:  (6 * 16) ->  96 dimensional output

Dual 6-DOF arm Manipulator: (14 * 16)-> 224 dimensional output
with Gripper Control



3. Stable Training
Because diffusion model directly predict the gradient of energy function
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3. Stable Training
Because diffusion model directly predict the gradient of energy function

C. Chi et al., "Diffusion Policy: Visuomotor Policy Learning via Action Diffusion," arXiv preprint arXiv:2303.04137, 2024. [Online]. Available: 
https://arxiv.org/abs/2303.04137
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Observation:
Action Pred:
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time:
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C. Chi et al., "Diffusion Policy: Visuomotor Policy Learning via Action Diffusion," arXiv preprint arXiv:2303.04137, 2024. [Online]. Available: 
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Network Architecture for                     

ResNet-18

ResNet-18

Flatten
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 Evaluation

Real World Push-T task:
- trained with 136 Proficient-Human demonstrations

C. Chi et al., "Diffusion Policy: Visuomotor Policy Learning via Action Diffusion," arXiv preprint arXiv:2303.04137, 2024. [Online]. Available: 
https://arxiv.org/abs/2303.04137

- Results on 20 rollouts
- Rollout is Successful if IoU

Last Step
> min(IoU from human 

demonstrations)
- Max. steps 600 in a rollout

https://arxiv.org/abs/2303.04137


 Evaluation

Real World Push-T task:
- trained with 136 Proficient-Human demonstrations

C. Chi et al., "Diffusion Policy: Visuomotor Policy Learning via Action Diffusion," arXiv preprint arXiv:2303.04137, 2024. [Online]. Available: 
https://arxiv.org/abs/2303.04137
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Visual Results

Let’s go to the website to see the policies performance in action:
https://diffusion-policy.cs.columbia.edu

https://diffusion-policy.cs.columbia.edu


Overview

● Motivation behind diffusion models
● Denoising Diffusion Probabilistic Models

○ Diffusion Process and Reverse Diffusion Process
○ Training and Sampling a Diffusion Model
○ Results from a Diffusion Model that we trained

● Conditioned v/s Unconditioned Diffusion
● Policy Learning
● Toy Problem
● Diffusion Policy on Real Robots

○ Advantages
○ Network Architect
○ Evaluation & Results
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Next Lecture:
Student Lecture 7
Dual-arm Manipulation



Happy Thanksgiving!
No class on 11/27
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